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Urban transport system is crucial for economic and social development of our society as 
it meets challenging mobility requirements of urban agglomerations.  The requirements 
are challenging because road transport, which is the most problematic transport mode, is 
dominating the urban transport activities.  The main problems with the road transport are that 
the infrastructure is not generally suffi cient for whole traffi c conditions and the vehicles are 
powered by internal combustion engines that require fossil fuels to burn and emit pollutant 
emissions during their normal operations. 

Internal combustion engines have been used successfully for almost a century as power 
source of road transport vehicles, but in the same period vehicle ownership increased to a 
level that fi nite fossil fuel resources and environmental and health impact of the emissions 
have become great concern for a few decades.  There are several regulations to be issued to 
promote alternative fuels, however, fuel demand of urban transport vehicles reached to a level 
that alternative fuel production levels are far from meeting the demand.  On the other hand, 
the exhaust emissions are growing concern for especially urban transport vehicles because 
these vehicles operate where people normally lives and emit harmful emissions.  In the streets 
of urban agglomerations, there is not much time and distance for the emissions to be diluted 
to a harmless concentration before the emissions are inhaled by human receptors. 

This book is the result of valuable contributions from many researchers who work on both 
technical and nontechnical sides of the fi eld to be remedy for typical road transport problems.  
Many research results are merged together to make this book a guide for industry, academia 
and policy makers.  I hope you will get maximum benefi t from this book to take the urban 
transport system to a sustainable level.  As the editor of this book, I would like to express my 
gratitude to the chapter authors for submitting such valuable works that most of them already 
published or presented in scientifi c journals and conferences.

The chapters of the book are designed in a logical order.  It is started with the examination 
of typical problems of conventional city busses. Then, an overview of the current state of the 
art traffi c fl ow models is presented.  It is well known that traffi c fl ow models are vital re-
quirement for advanced traffi c management systems.  Finally, hybrid electrical vehicles as an 
alternative to the conventional vehicles are examined in details.  Hybrid electric vehicles are 
expected to be remedy for the minimization of noise, fuel consumption, and pollutant emis-
sions of typical conventional vehicles. 

August 12, 2010

Editor

Francisco J. Gallegos-Funes
Sakarya University

Department of Environmental Engineering
Sakarya- TURKEY
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Examination of an Urban City Bus Operating 
Conditions and Emissions 

Seref Soylu, Ayda Bal, Hülya Semercioglu and Eyup Fatih Ay 
Sakarya University 

Turkey  

1. Introduction      
City busses are main vehicles for public transport to meet travel demand of the society.  They 
operate where urban population is very dense and release such emissions as particulate 
matters (PM), nitrogen oxides (NOx), carbon monoxides (CO), and hydrocarbons (HC) where 
the population lives (Soylu et al., 2009, Gumrukcuoglu et al., 2008, Soylu, 2007, WHO, 2003). 
Unfortunately, concentrations of the released emissions are generally high enough to damage 
human health and there is no enough time for the emissions to be diluted in the air to harmless 
concentrations before they are inhaled by human receptors. It is well known from the literature 
that exposure to even relatively low concentrations of vehicle emissions exacerbates or 
provokes many diseases (WHO, 2005a, WHO, 2005b). Adverse health effects of the emissions 
have been known for many decades and in order to prevent these effects many strict 
legislations, which reduces the limits more than 90% over four decades, for vehicle emissions 
have been issued. However, urban populations in many developed countries are still suffering 
from urban transport sourced emissions (Duclaux, 2002, Colvile et al.,2001, Frey et al., 2009, 
Erlandsson et al., 2008).  One of the important reasons for this is that the engine certification 
test cycles don’t represent the real world in-use operation of the vehicles and, hence, quantity 
of vehicle emissions to be released in the urban streets has not been reduced in parallel with 
the stringent emission legislations (Cocker et al., 2004, Lents et al., 2007).   
City buses generally use diesel engines as power source and emit carbon dioxide (CO2), 
water vapor (H2O), and nitrogen (N2) to the ambient air as the main products of engine 
combustion.  The quantity of CO2, which is the major greenhouse gas (GHG), is proportional 
to the fuel used in transport activities and it is inevitable combustion product, however, it is 
not necessary to emit CO, HC, NOx, and PM, which are generally called local pollutants 
since they are more harmful where they are emitted. The emissions of the local pollutants 
from city busses depend strongly on engine combustion technology, exhaust after-treatment 
devices, fuel quality, vehicle aging, and operating conditions (Cocker et al., 2004, Lents et al., 
2007, Regulation, 2009).  Especially the bus operating conditions may have significant effects 
on the emissions. Depending on city traffic and road conditions which involves many short 
trips with frequent accelerations, decelerations, low rush hour speeds and various road 
grades, the emissions may change with an order of magnitude (Cocker et al., 2004).  
Urban transport operating conditions and especially the city bus operating conditions are 
quite specific for a particular city and, hence, the well known certification test cycles cannot 
represent accurately these conditions all over the world. For this reason EURO VI regulation 
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for heavy duty vehicles requires application of portable emissions measurement systems 
(PEMS) for verifying the real world in-use and off-cycle emissions (Johnson et al., 2009). PEMS 
are remedy for the real world emission measurement as they can be installed quickly to the 
vehicle and measure in-use emissions. There are varieties of PEMS available on the market to 
measure both gaseous and PM emissions (Lents et al., 2007, Durbin et al., 2007). Some of them 
have minor differences in measurement theory and technique that may require 
standardization of PEMS themselves in the future (Younglove et al., 2005). With PEMS and 
their auxiliary systems it is possible to examine the impacts of road and traffic conditions on 
the performance of the vehicle, the engine, the after-treatment system, and the exhaust 
emissions. Therefore, it is possible to optimize a vehicle in terms of fuel consumption and 
emissions for a specific route by using PEMS.  Besides real world emission performance of 
advanced technology vehicles such as hybrid vehicles should be tested by using PEMS since 
they have an electrical drive unit, also.  It is crucial for the automotive industry as 
manufacturers and the municipalities as end-users to choose the most suitable vehicle for the 
specific transport route to minimize the capital cost, the fuel consumption, and the emissions.  
In this sense the PEMS are one of the most useful equipments to meet this need.  
PEMS are also very useful in quantification of transport sourced emissions. Since the emissions 
factors can be determined under real world conditions, determination of the effects of 
transport sourced emission on the global air quality as required by EURO VI can be much 
more accurate (Johnson et al., 2009). There have been various research work published in the 
literature to examine real-world emission of the vehicles to develop emission factors and 
prepare inventory for a vehicle class (Durbin et al., 2007, Younglove et al., 2005, Durbin et al., 
2008, CFR Part 86, 2008). The US EPA and EC JRC have made significant effort for 
development of proper methodologies for the real-world in-use emission measurement as a 
part of transport emission regulations (Soylu et al., 2009, Southwest Research Institute Report, 
2008). The US EPA together with CARB, SENSORS Inc. and Caterpillar Inc. initiated a 
programme to develop a mobile emissions laboratory (MEL), which is compliant with code of 
federal registration (CFR) 1065, to compare and validate accuracy of PEMS under different in-
use driving conditions (Lents et al., 2007, Durbin et al., 2007, CFR Part 86, 2008, Southwest 
Research Institute Report, 2008). At the conclusion of this programme the final measurement 
allowance value for NOx emissions determined to be as high as 4.5%.   
Swedish Road Administration was also carried out a PEMS programme to test in use 
performance of heavy-duty vehicles under real world conditions (Cocker et al., 2004). In this 
programme three city busses (which are Euro IV/V level) were equipped with PEMS and 
tested on a reference route which comprises urban, rural and highway driving with an average 
speed of approximately 60 km/h and on an actual bus route. It was observed that on the actual 
bus route, high level transient operation of the city busses have significant adverse effects on 
the performance of exhaust after-treatment system. Especially the NOx emissions were 
increased almost up to an order of magnitude when compared to that of the reference route.   
In Turkey, a similar research project has been introduced by Sakarya University with 
support of Turkish Ministry of Industry and TEMSA R&D, to quantify impacts of 
hybridization on city bus emissions and fuel consumption under real world in-use 
conditions (Soylu, 2009). In order to quantify the impacts, a two-phase test programme was 
prepared to measure real world in-use emissions and fuel consumptions of both 
conventional and hybrid city busses on a specific bus route in Sakarya city center. In the 
present work the results from the first phase of the test programme that involves 
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examination of the effects of road and traffic conditions on conventional bus operating 
characteristics and the response of bus engine and selective catalytic reduction (SCR) system 
to these characteristics in terms of NOx emission were presented.     

2. Experimental procedures 
In this work all the tests were carried out on the “university route” of Sakarya Municipality 
city busses.  The route includes a round trip between Sakarya University and the city center 
which represents typical Sakarya urban driving.  It is 22 km long and involves 48 bus stops 
and the altitude changes from 30 m to 220 m.  The travel time is approximately 60 minutes.  
During the test the vehicle was driven on the route with and without its SCR system and 
data for vehicle speed and location, engine operation characteristics, exhaust flow-rate, 
exhaust emissions and environmental conditions were sampled second by second.   
The test measurements were made by using a SEMTECH DS from SENSORS inc. This system 
includes a flame ionization detector (FID) for total HC measurement, a non-dispersive infrared 
(NDIR) sensor for CO and CO2 measurement,  a non-dispersive ultra violet (NDUV) sensor 
for NO and NO2 measurement.  The NDUV measurement is different from standard 
chemiluminescence measurement that is used for the reference method.  Exhaust mass flow-
rate was measured by using SEMTECH EFM which operates based on pitot tube technology.  
Before the test the PEMS was warmed up according to recommended operating conditions 
and then, zero, span and audit calibrations were completed to ensure the accuracy.   
The test vehicle was TEMSA AVENUE which is a 12 m long city bus.  It is powered with a 
6.7 liter engine CUMMINS ISB EURO 4 (model year 2005) engine which produces 250 HP at 
2500 rpm. The engine was certified to 3.5 g/kWh NOx standard.  Over the test the ambient 
temperature varied from 25 to 30 ˚C and the relative humidity varied from 30 to 45 % which 
are typical for summer time.   

3. Results 
Figure 1 indicates a speed profile for the specific test route, which is a real world city bus speed 
profile. Highly transient behavior of the route can be seen clearly from the figure.   The vehicle 
speed reaches to as high as 65 km/h but there are many stops with corresponding 
decelerations and accelerations because of the road traffic and bus stops.  It is well known 
from literature that vehicle speed profile has a strong impact on operating characteristics of the 
vehicle engine. Figure 2 indicates the effects of the real world drive characteristics on the 
engine map in terms of the number of occurrences (frequency) corresponding to engine loads 
and speeds. As can be seen from the figure, under the real world drive conditions the engine 
operates most of the time at loads less than 60% and low speed conditions. Figures 3 and 4 
indicate engine load-speed map for European Transient Cycle (ETC) that is current regulatory 
test cycle for heavy duty engines and World Harmonized Transient Cycle (WHTC) which is 
expected to be valid certification cycle for heavy-duty engines with EURO 6 regulation. As can 
be seen from the figures in these cycles the engine operates mostly at speeds between 1200 and 
1500 rpm and at loads less than 50% except for ETC which also operates frequently at loads 
higher than 90% as well.  From these maps it is easy to see that the certification test cycles don’t 
correlate very well with the real world city bus driving conditions although city bus engines 
are still certified according to ETC.  WHTC operates more on the low speed conditions but, the 
frequencies on the load-speed map are still significantly different from that of the real world 
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city bus driving conditions. It is therefore questionable if the certification cycle emissions limits 
ever be realized in the real world driving conditions. A certification test cycle should be able 
represent real world operating conditions of an engine, however there are different type of use 
of these engines such as highway trucks and busses, delivery trucks, and city busses.  Engines 
of these different vehicle classes will certainly operate with different frequencies on the engine 
load-speed map although they all are certified with the same test cycle.  Therefore, off-cycle 
operation of these engines and corresponding emissions can be significantly higher than that 
of the certification test cycle.  In order to minimize these off-cycle emissions, EPA introduced 
Not To Exceed (NTE) regulations but there is almost no way to completely control engine 
emissions when considering sophistications at engines and their after-treatment systems. 
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Fig. 1. Variation of the vehicle speed on the specific bus route 
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Fig. 2. Engine load-speed map for real world driving. 
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Fig. 3. Engine load-speed map for ETC 

Engine speed, rpm

E
ng

in
e 

lo
ad

, %

 

 

750 1000 1250 1500 1750 2000 2250

10

20

30

40

50

60

70

80

90

100

10

20

30

40

frequency, WHTC

 
Fig. 4. Engine load-speed map for WHTC (to be valid with EURO 6) 

As mentioned earlier, vehicle emissions are strongly dependent on engine operating 
conditions. Especially NOx emission formation is almost directly increase with the engine 
load since the formation is dependent strongly on combustion temperature and the available 
oxygen. As can be seen from Figure 5a and 5b, there are two common strategies to minimize 
NOx emissions. First approach is the exhaust gas recirculation (EGR) which minimizes NOx 
formation in the engine by lowering the oxygen concentration and maximum combustion 
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Fig. 5a.  EGR strategy to minimize NOx emissions (TRAD, 2010). 

 
 

Fig. 5b. SCR strategy to minimize NOx emissions (VALTRA, 2010). 

temperature. However, this approach may have an adverse effect on PM emissions and the 
fuel consumptions. The second approach is selective catalytic reduction (SCR) of NOx 
emissions which requires a catalyst and aqueous urea solution on the vehicle.  Once the urea 
solution is injected to hot exhaust gases, NH3 is formed from the injected urea by means of 
hydrolysis. Then NOx emissions are minimized in the catalyst after its chemical reaction 
with the NH3 to form nitrogen and water.  SCR of NOx emissions doesn’t have any adverse 
effect on fuel consumption and PM emission since the engines can be tuned for maximum 
thermal efficiency. However, there are a few other concerns with this approach.  First of all, 
freezing temperature of the urea solution is quite high, which is -11 ˚C, and this may cause 
technical problems during winter time (Koebl, 2000). The second is that high values of NH3 
slip may result if the stoichiometric ratio of NOx to NH3 cannot be provided. The main 
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difficulty with this stoichiometry is that engine load and speed are not steady and hence the 
concentration of NOx emissions in the exhaust. Therefore establishing the stoichiometry is 
mostly dependent on precision of the urea injection control system.  The third concern with 
SCR system is that it is temperature dependent.  In order to reduce the NOx emissions 
efficiently, the exhaust gas temperature in the SCR system must be higher than 250 ˚C. 
Therefore, the reduction of NOx with SCR system is highly dependent on engine operating 
conditions and, hence, vehicle driving conditions.   
Figure 6 indicates exhaust gas temperature distribution over the engine load-speed map for 
the specific bus route. As can be seen from the figure, the temperature is generally around 
250 ˚C over the entire map although there is a tendency that the temperature rises up 
through higher loads and speeds. Figure 7 indicates NOx emissions in grams per second to 
be released over the engine load-speed map corresponding to the same bus route.  As can be 
seen from the figure, the NOx emissions increase with the higher speeds and loads because 
of the higher combustion temperatures and higher exhaust flow-rates associated with it. 
Figure 8 indicates the distribution of the total NOx emissions to be released in grams over 
entire trip. As can be seen from the figure during this trip most of the NOx emissions were 
released at a location on the map where load is about to 45% and speed is about to 750 rpm, 
which are quite low. This seems to be surprising, because as was given in Figure 7, the NOx 
emissions in terms of grams per second was increasing with higher loads and speeds.  
However, as was given in Figure 2 during the entire trip the engine operating frequency at 
45% load and 750 rpm speed was shown about 300 that is one of the most visited locations.  
For this reason the total NOx emissions to be released during entire trip is highest at this 
location. This location probably corresponds to the city bus idling and first acceleration, 
which is visited during every bus stop, for this reason this location is visited most during 
the entire trip.  
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Fig. 6. Exhaust gas temperature distribution (˚C) over engine speed – load map 
(Temperature measured from exhaust flow meter). 
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Fig. 7. NOx emissions to be released over engine load-speed map without SCR system  
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Fig. 8. Cycle NOx emissions to be released over engine load-speed map without SCR system 

Figure 9 indicates another trip on the same route while SCR system of the city bus is active.  
As can be seen from the figure, NOx emissions to be released over the entire map are much 
less than that of the trip without SCR system, which is Figure 7. NOx emissions are 
efficiently reduced exceptions for a few hot spots. Besides, there is no step wise increase in 
NOx emissions with increasing load and speed exception for loads higher than 90%. At this 
load and speed the exhaust mass flow-rate is probably so high that the NOx emissions in 
grams per second are still significant. Figure 10 indicates the total NOx emissions to be 
released for the entire trip while SCR system is active. As can be seen from the figure the 
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Fig. 9. NOx emissions to be released over engine load-speed map with SCR system. 
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Fig. 10. Cycle NOx emissions to be released over engine load-speed map with SCR system. 
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most of the NOx emissions are released at 25% load and 750 rpm speed. This location is the 
idling location and as was given in Figure 2, it is one of the most visited locations during the 
entire trip on this route. For this reason, the total NOx emissions to be released during the 
entire trip are highest at this location. 
These figures indicates that city busses that operate in the bus routes are generally operating 
at low loads and speeds and most of the trip emissions are corresponding to these locations 
on the map.   

4. Conclusions 
It was observed that real world driving characteristics of the city bus don’t correlate well 
with that of the ETC, which is the certification cycle for the city bus engines.  For this reason 
it is not realistic to expect emission levels lower than corresponding EURO standards from 
the city bus during real world driving. City bus NOx emissions in terms of grams per 
second are increasing with engine load and speed but the total NOx emissions for entire trip 
are the maximum at the locations where engine visited most, which are low speed and load 
conditions. Therefore, while optimizing the city buses for the best fuel economy and 
emissions, the real world drive characteristics of the city bus and the corresponding 
operating conditions of the engine and after-treatment system must be considered.   
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1. Introduction 
In this paper, different artificial neural network (ANN) models for predicting the hourly 
traffic flow in Second Tolled Bridge of Bosphorus in Turkey is performed. Second 
Bosphorus Bridge has an important role in urban traffic networks of Istanbul. The prediction 
of the traffic flow data is a vital requirement for advanced traffic management and traffic 
information systems, which aim to influence the traveler behaviors, reducing the traffic 
congestion, improving the mobility and enhancing the air quality. Detecting the trends and 
patterns in transportation data is a popular area of research in the business world to support 
the decision-making processes. The primary means of detecting trends and patterns has 
involved statistical methods such as clustering and regression analysis most of which use 
linear models. The goal is to predict a future value of data by using the past data set. On the 
other hand, non-linear approaches offer more powerful models, since they give more 
possibilities in the choice of the input-output relation.  
ANNs approaches have been applied to a large number of problems because of their non-
linear system modeling capability by learning ability using collected data. They offer highly 
parallel, adaptive models that can be trained by the experience. During the last decade, 
ANN has been applied widely to prediction of the traffic data. 
We compared the generalization performance of the different ANN models such as Multi 
Layer Perceptron (MLP), Radial Basis Function Network (RBF), Elman Recurrent Neural 
Networks (ERNN) and Non-linear Auto Regressive and eXogenous input (NARX) type. 

2. Traffic flow prediction 
Detecting the trends and patterns in transportation data is a popular area of research in the 
business world to support the decision-making processes (Topuz, 2007). According to the 
theory, the traffic flow forecasting research can be divided into two types. One type is 
determined based on the mathematical model and second type is knowledge-based 
intelligent model of forecasting methods. Short-term traffic flow prediction is more 
influenced by the stochastic interferential factors than the long-term one, the uncertainty is 
greater and the disciplinarian laws are less obvious. Thus using the short-term traffic 
prediction models based on the classical mathematical methods, the precision of forecast 
cannot satisfactorily meet the demand of real-time traffic control systems (Su & YU, 2007). 
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Because the traffic system is a complex and variable system that involves a great deal of 
people, the traffic flow state has high randomness and uncertainty. The traditional traffic 
flow forecast methods such as Kalman filter, Moving Average (MA), Autoregressive 
Integrated Moving Average (ARIMA) and etc had been unable to satisfy the demand of the 
forecast precision that was increasing in practice (CHEN & MA, 2009) 
On the other hand, artificial neural networks (ANNs) have been applied to a large number 
of problems because of their non-linear system modeling capacity by learning ability using 
collected data. During the last decade ANNs have been applied widely to prediction of the 
traffic data (SADEK, 2007). Different ANN approach such as MLP (Smith &. Demetsky, 
1994), RBF (Celikoglu & Cigizoglu, 2006), ERNN (Li & Lu, 2009), Neuro-Genetic (Abdulhai  
et al. 2002) have been used to predict the traffic follow. 
Such a prediction study including the NARX type ANN has been completed in this paper, to 
compare the effectiveness of different ANN approach. 

3. Artificial Neural Network (ANN)  
ANNs are designed to mimic the characteristics of the biological neurons in the human 
brain and nervous system. Given a sample vectors, ANNs is able to map the relationship 
between input and output; they “learn” this relationship, and store it into their parameters.. 
The training algorithm adjusts the connection weights (synapses) iteratively learning 
typically occurs through the training. When the network is adequately trained, it is able to 
generalize relevant output for a set of input data. They have been applied to a large number 
of problems because of their non-linear system modeling capacity. 

3.1 Multi Layer Perceptron (MLP) 
There are different types of ANN although the most commonly used architecture of ANN is 
the multilayer perceptron (MLP). MLP has been extensively used in many transportation 
applications due to its simplicity and ability to perform nonlinear pattern classification and 
function approximation. Therefore, it is considered the most commonly implemented 
network topology by many researchers (Transportation Research Board 2007). 
MLP means a feedforward network with one or more layers of nodes between the input and 
output nodes and it is capable of approximating arbitrary functions. Two important 
characteristics of the MLP are: its nonlinear processing elements (activation function) which 
have a nonlinearity and their massive interconnectivity (weights).Typical MLP network is 
arranged in layers of neurons, where each neuron in a layer computes the sum of its inputs 
and passes this sum through an activation function (f). For this context designed MLP 
network is shown in figure 1. 
The MLP network is trained with back-propagation, the first step is propagating the inputs 
towards the forward layers through the network. For a three-layer feed-forward network, 
training process is initiated from the input layer (Hagan 1996). 

0a u=  
m+1 m+1 m+1 m m+1a =f (W a +b ) ,  0,1m =  

3y = a  
(1) 

Where, y is output vector, u is input vector, f (.) is the activation function, W is weighting 
coefficients matrices, b is bias factor vector and m is the layer index. These matrices defined as; 
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Here S0 and S1 are size of network input and hidden layer 
In this study, sigmoid tangent activation functions are used in the hidden layer and linear 
activation function is used in the output layer respectively. These functions are defined as 
follows; 
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 Second step is propagating the sensibilities (d) from the last layer to the first layer through 
the network: 3 2 1d ,d ,d . The error (e) calculated for output neurons is propagated to the 
backward through the weighting factors of the network. It can be expressed in matrix form 
as follows: 

3 3 3d 2F (n )(e)= −  
1 1d F (n )(W ) dm m m m T m+ += ,  for   m = 2, 1 

(4) 

Here F (n )m m  is Jacobian matrix defined as follow; 
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e is mean square error, 
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∧

=

= −∑   (6) 

Where γ  is the sample in dimension q. 
The last step in back-propagation is updating the weighting coefficients. The state of the 
network always changes in such a way that the output follows the error curve of the 
network towards down. 



 Urban Transport and Hybrid Vehicles 
 

 

16 

m 1W ( 1) W ( ) d (a )m m m Tk k α −+ = −  
mb ( 1) b ( ) dm mk k α+ = −  

(7) 

where α represents the training rate, k represents the epoch number. By the algorithmic 
approach known as gradient descent algorithm using approximate steepest descent rule, the 
error is decreased repeatedly 
 

∑

∑

∑

∑

W1
1,1

b1
1

b1
S1

b2

f 1

f 1

f 2

y

W 2

.

.

.

.

.

.

.

.

.

.

.

.
W1

S1,3

n1

nS1

hours 

day

week

year

Hourly 
Traffic Flow

 
Fig. 1. Designed MLP Network Schematic Diagram. 

3.2 Elman Recurrent Neural Networks (ERNN) 
ERNN is also known partially recurrent neural network which is subclass of recurrent 
networks. It is MLP network augmented with additional context layers (W0), storing output 
values (y), of one of the layers delayed (z-1) by one-step and used for activating this other 
layer in the next time (t) step. The self-connections of the context nodes make it also 
sensitive to the history of input data, which is very useful in dynamic system modeling 
(Elman, 1990).  

 1 1 1 0( )f= + +(t+1) (t)y W x b y W  (8) 

While ERNN use identical training algorithm as MLP, context layer weight (W0) is not 
updated as in equation 8. Schematic diagram of designed ERNN network is given in  
figure 2. 
The ERNN network can be trained with any learning algorithm that is applicable to MLP 
such as backpropagation that is given above. 

3.3 Radial Basis Function Network (RBF) 
RBF network has a feed-forward structure consisting of two layers, nonlinear hidden layer 
and linear output which is given in figure in 3. RBF networks are being used for function 
approximation, pattern recognition, and time series prediction problems. Their simple 
structure enables learning in stages, and gives a reduction in the training time. 
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Fig. 2. Designed ERNN Network Schematic Diagram 
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Fig. 3. Designed RBF Network Schematic Diagram. 

The proposed model uses Gaussian kernel (Ψ) as the hidden layer activation function. The 
output layer implements a linear combiner of the basis function responses defined as; 
(Haykin, 1994) 

 
1

q

j
j

b w
=

= + Ψ∑ i, jy  (9) 

Where, q is the sample size, Ψj is response of the jth hidden neuron described as; 
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Where, cj is Gaussian function center value, and σj is its variance. 
RBF network training has two-stage procedure. In the first stage, the input data set is used 
to determine the center locations (cj) using unsupervised clustering algorithm such as the K-
means algorithm and choose the radii (σj) by the k-nearest neighbor rule. The second step is 
to update the weights (W) of the output layer, while keeping the (cj) and (σj) are fixed. 

3.4 Non-linear Auto Regressive and eXogenous Input type ANN (NARX)  
A simple way to introduce dynamics into MLP network consists of using an input vector 
composed of past values of the system inputs and outputs. This the way by which the MLP 
can be interpreted as a NARX model of the system. This way of introducing dynamics into a 
static network has the advantage of being simple to implement. To deduce the dynamic 
model of realized system, NARX type ANN model can be represented as follows (Maria & 
Barreto, 2008); 
 

 ( 1) ( ( ), ( 1)..., ( 1), ( ), ( 1)..., ( 1)) ε( )ANNy k f y k y k y k n u k u k u k m k+ = − − + − − + +  (11) 

 
where y(k+1) is model predicted output, fANN is a non-linear function describing the system 
behavior, u(k), y(k), ε(k) are input, output and approximation error vectors at the time 
instances k, n and m the orders of y(k) and u(k) respectively. Order of the process can be 
estimated from experience. Modeling by ANN relies on the consideration of an approximate 
function of fANN. Approximate dynamic model is constructed by adjusting a set of 
connection weight (W) and biases (b) via training function defined as MLP network. The 
NARX network, it can be carried out in one out of two modes: 
Series-Parallel (SP) Mode: In this case, the output's regressor is formed only by actual 
values of the system's output defined as; 
 

 ( 1) ( ( ), ( 1)..., ( 1), ( ), ( 1)..., ( 1)) ε( )ANNy k f y k y k y k n u k u k u k m k
∧ ∧

+ = − − + − − + +  (12) 
 

Figure 4 shows the topology of one-hidden-layer NARX network when trained in the SP-
mode. 
Parallel (P) Mode: In this case, estimated outputs are fed back and included in the output's 
regressor defined as follows; 
 

 ( 1) ( ( ), ( 1)..., ( 1), ( ), ( 1)..., ( 1)) ε( )ANNy k f y k y k y k n u k u k u k m k
∧ ∧ ∧ ∧ ∧

+ = − − + − − + +  (13) 

While NARX-SP type network is used in the training phase, NARX -P type network isused 
in the testing phase, which is given in figure 5. 
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Fig. 4. Architecture of the NARX network during training in the SP-mode 

 
Fig. 5. Architecture of the NARX network during testing in the P-mode. 
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4. Designing process 
ANN designing process involves four steps. These are gathering the traffic data, selecting 
the ANN architecture, training the network, and testing the network. In the training, four 
input variables have been used. These are, hours of the day: 0-23; days of the month: 1-30; 
days of the week: 1-7; and years: 2001-2003. Selecting the daily traffic demands as distinct 
variables both for days of the month and days of the week are mandatory situation, because 
of the weekly and monthly variance of the daily traffic demands. In the training phase, the 
target variables have been used as 2160 data related to the volumes, or hourly passing 
number of the vehicles (demand) of 4th months (April) of the years 2001-2003. In the testing 
phase, 720 data related to the hourly demand of 4th month (April) of the year 2004, have 
been used to compare the actual and neural output of the system performance.  
Gathering the Traffic Data: Data recorded by the tolls has been used for training, testing and 
analysis. Only 2880 number of traffic demand data related to the hours of the days of 4th 
months of the years 2001-2004 has been taken into consideration (Transportation Survey 2004). 
Selecting the Best Network Architecture: The number of hidden layer and neurons in the 
hidden layer(s) play very important roles for ANNs and choice of these numbers depends 
on the application. Influenced by theoretical works proved that single hidden layer is 
sufficient for ANNs to approximate any complex nonlinear function with any desired 
accuracy. In addition, determining the optimal number of hidden neurons is still a question 
to deal with. Although there is no theoretical basis for selecting these parameters, a few 
systematic approaches are also reported but the most common way of determining the 
number of hidden neurons is still trial and error approach.  The number of input nodes that 
depend on the number of the time lags is also very important for the performance of the 
NARX type ANN model. The value of the time lags has to be determined by trial and error 
effort. Radius of the center point in nonlinear activation function is great effect the 
performance of the RBF network. Therefore, in addition to hidden layer neuron number, 
radiuses of the center point in neurons are also determined. 
Training and testing the network: Designed MLP, ERNN and NARX network are trained 
with Levenberg-Marquardt backpropagation learning algorithms, which described in 
section 3. MATLAB with Neural network toolbox is used for all ANN application (Demuth 
& Beale 2002). 
The optimum learning, η and the momentum, α, rates are determined after trials observing 
the RMSE and R obtained at the end of the testing stage. When a smaller η is selected, the 
changes to the synaptic weights (W) in the network had been smaller. The momentum rates 
α prevented the learning process from terminating in a local minimum of the error surface. 
It is seen that η and α should be decreased if the number of the input and output layers are 
increased. On the other hand, the iteration number increases by decreasing η and α value. 
Once trained, the network can be used for predicting (test phase) the output for any input 
vector from the input space. This is called the “generalization property” of the network. To 
show this property of trained networks, the same experiment is done with testing data set 
that are not involved in training data set. It is also used the early stopping strategy 
(validation phase) to improve the generalization properties of designed network. In this 
strategy, the validation data set is used and the error on the validation set is monitored 
during the training process. The validation error normally decreases during the initial phase 
of training. However, when the network begins to overfit the data, the error on the 
validation set typically begins to rise. When the validation error increases for a specified 
number of iterations, which we choose 10, the training process is stopped. Root mean square 
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error (RMSE) values and correlations coefficients (R) are selected to compare the 
performance of designed network, which is defined as follows; 
Features may be correlated, that is, a change in one feature Y is associated with a similar 
change in another feature Ŷ . A correlation coefficient can be calculated as; 

 
1 2

1

2 2

1 2
1 1

( )( )

( ) ( )

K

i i
i

K K

i i
i i

x m y m
R

x m y m

=

= =

− −
=

− −

∑

∑ ∑
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Here m1 is the mean value of all the values xi of feature Y, and m2 is the mean of all yi values 
of the Ŷ  feature. The correlation coefficient assumes values in the interval [-1,1]. When R= -
1 there is a strong negative correlation between Y and Ŷ , when R=1 there is a strong 
positive correlation, and when R=0 there is no correlation at all.  
Root mean squared error is also defined as follows; 
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iq

RMSE yi y i
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=

= −∑  (13) 

Where q is sample size, yi, ˆ
i

y  are network output and predicted output respectively. 

5. Experiments and results 
In this section, firstly the performance of all MLP, ERNN, RBF and NARX type ANN model 
are investigated. Then scattering diagram and traffic flow graphics are drawn for the best 
ANNs models. 

5.1 MLP network experiments 
As a mentioned above, the performance of MLP network is highly dependent on the hidden 
layer neuron number. Therefore, performances of MLP network is tested using 5, 10,15,25,50 
and 100 neurons in the hidden layer. End of the training and testing procedure s obtained 
correlations coefficients (R) and MSE values are given in table 1. 
 

Training Test Model RMSE R RMSE R 
MLP-5* 0.0186 0.95 0.0190 0.944 
MLP-10* 0.0093 0.975 0.0099 0.971 
MLP-15* 0.0094 0.9750 0.0102 0.970 
MLP-25* 0.0063 0.983 0.0077 0.978 
MLP-50* 0.0032 0.991 0.0054 0.984 
MLP-100* 0.0030 0.992 0.0070 0.98 

*The numbers show the hidden neuron 

Table 1. Different MLP Network Models RMSE and Correlation Coefficients (R) Values at 
the Training and Testing Phase. 

It could be easily figure out in this table that, MLP-50 network shows the best generalization 
performance. It is also realized that to use more than 50 neurons in the hidden layer are not 
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increase the generalization ability of designed networks. The best MLP network model 
scattering diagram is shown in figure 6. 
 

 
Fig. 6. MLP-50 Network Model Scattering Diagrams for Train and Test Output. 

To show the obtained results, for only last week’s predicted values with real traffic flow are 
given in figure 7. These figures with scattering diagrams show us that prediction errors are 
small enough to be accepted 
 

 
Fig. 7. The Best MLP Network Model Traffic Flow Graphics at the Train and Testing Phase. 

5.2 ERN network experiments 
The performance of ERNN is also dependent on the hidden layer neuron number. Hence, 
performances of ERNN is tested using 5, 10,15,25,50,100 neurons and obtained correlations 
coefficients (R) and MSE values are given in table 2. It could be easily figure out in this table 
that, ERNN -10 network shows the best generalization performance. The best ERNN model 
scattering diagram is shown in figure 8. Achieved the best ERNN results, with real traffic 
flow are given in figure 7.  
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Training Test Model RMSE R RMSE R 
ERNN -5* 0.0590 0.832 0.0527 0.839 
ERNN -10 0.0556 0.844 0.0507 0.846 
ERNN -15 0.0754 0.778 0.0667 0.790 
ERNN -25 0.0924 0.730 0.0827 0.741 
ERNN -50 0.0872 0.740 0.0789 0.749 
ERNN -100 0.0936 0.715 0.0820 0.734 

*The numbers show the hidden neuron. 

Table 2. Different ERNN Models RMSE and Correlation Coefficients (R) Values at the 
Training and Testing Phase. 
 
 

 
Fig. 8. ERNN -10 Network Scattering Diagrams for Train and Test Output. 
 

 
Fig. 9. The Best ERNN Model Traffic Flow Graphics at the Train and Testing Phase 
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5.3 RBF network experiments 
Because of the performance of RBF network is depending on the radius of the center points 
and hidden layer neuron number, different RBF network models are tested. Obtained 
correlations coefficients (R) and MSE values are given in table 3. It could be easily figure out 
in this table that, RBF N250/S2 network shows the best generalization performance. The 
best RBF network model scattering diagram is shown in figure 10. Related traffic flow 
graphics on the test and training data is also given in figure 11.  
 
 

Training Test 
Model 

RMSE R RMSE R 
RBF N50/S2* 0.0148 0.96 0.0155 0.957 
RBF N50/S3 0.0149 0.96 0.0172 0.953 
RBF N50/S3.5 0.0161 0.956 0.0183 0.949 
RBF N100/S2 0.0096 0.974 0.0123 0.966 
RBF N100/S3 0.0118 0.968 0.0152 0.958 
RBF N100/S3.5 0.0115 0.969 0.0148 0.959 
RBF N250/S2 0.0066 0.982 0.0108 0.971 
RBF N250/S3 0.0096 0.974 0.0144 0.961 
RBF N250/S3.5 0.0102 0.973 0.0150 0.959 
RBF N1000/S2 0.0042 0.989 0.0145 0.961 
RBF N1000/S3 0.0074 0.980 0.0153 0.959 

*N show the hidden neuron, S show the radius of the center points 

Table 3. Different RBF Network Models RMSE and Correlation Coefficients (R) Values at the 
Training and Testing Phase. 

 
 

 
 

Fig. 10. RBF N250/S2 -10 Network Scattering Diagrams for Train and Test Output. 
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Fig. 11. Best RBF Network Model Traffic Flow Graphics at the Train and Testing Phase 

5.4 NARX network experiments 
The number of input nodes to the NARX type ANN model is dependent on the number of 
the time lags that is determined by the analysis of the auto-correlation function belonging to 
examined time series data set. Four time lags are found sufficient, hence; the input layer 
consisted of four nodes.  Because the second step is largely a trial-and-error process and 
experiments involving neural networks with more than 4 input nodes and more than 100 
neurons in the hidden layer didn’t show any improvement in prediction accuracy. Obtained 
correlations coefficients (R) and MSE values are given in table 4, The best NARX network 
model scattering diagram is shown in figure 12. 
 

  
Fig. 12. NARX-H100D4 Network Scattering Diagrams for Train and Test. 
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Training Test Model RMSE R RMSE R 
NARX-H5D5 0.0693 0.791 0.0750 0.749 
NARX-H10D5 0.0632 0.814 0.0627 0.839 
NARX-H15D5 0.0591 0.833 0.0554 0.849 
NARX-H25D5 0.0457 0.874 0.0527 0.867 
NARX-H50D5 0.0310 0.916 0.0327 0.911 
NARX-H100D5 0.0090 0.975 0.0109 0.960 
NARX-H5D10 0.0998 0.696 0.0872 0.713 
NARX-H10D10 0.0897 0.718 0.0820 0.734 
NARX-H15D10 0.0816 0.747 0.0789 0.749 
NARX-H25D10 0.0646 0.813 0.0527 0.839 
NARX-H50D10 0.0360 0.898 0.0507 0.846 
NARX-H100D10 0.0118 0.968 0.0212 0.958 
NARX-H100D20 0.0184 0.948 0.0190 0.944 
NARX-H100D2 0.0083 0.977 0.0153 0.959 
NARX-H100D3 0.0088 0.975 0.0144 0.961 
NARX-H100D4 0.0083 0.977 0.0127 0.965 

Table 4. Different NARX Network Models RMSE and Correlation Coefficients (R) Values at 
the Training and Testing Phase. (H hidden neuron number D delay time) 

Achieved predicted values with real traffic flow are given in figure13. These figures with 
scattering diagrams show us that prediction errors are small enough to be accepted. 

6. Conclusion 
In this paper, different ANN models have predicted daily traffic demand in Second Tolled 
Bridge of Bosphorus, which has an important role in urban traffic networks of Istanbul. To 
find the best-predicted model feed forward type (MLP, RBF), recurrent type (ERNN) and 
NARX type ANNs are used. Previously every model parameters are investigated for each 
network type. In this stage, root mean square errors (RMSE) and correlation coefficient (R) 
values are used as a performance criterion.  
Concerning neural networks that are created and simulated there have been excluded the 
below conclusions: 
• The most efficient training algorithm proved to be the Levenberg-Marquardt 

Backpropagation, as it surpassed the others not only in quality of results but also in speed. 
• For the MLP, ERNN and NARX type network, the best type of normalization proved to 

be the one in region -1 -1 in combination with sigmoid tangent activation function in the 
hidden layer nodes. For the RBF network, the best radius of the center points is found 2. 
For a NARX network, suitable choice of input delay is 4 

• The number of nodes used in the hidden layer depends from the type and the 
complexity of the time series, and from the number of inputs. 

• The results have shown that feed forward type network models have advantages over 
recurrent type network. 

• It is also concluded that, many other transportation data prediction studies can be 
implemented easily and successfully by using the different ANN architectures. 
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Fig. 13. NARX-H100D4 Network l Traffic Flow Graphics at the Train and Testing Phase 
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1. Introduction  
When considering short-term prediction systems that operate in real-time and in an 
“intelligent” technology-based environment, the effectiveness depends, mostly, on 
predicting traffic information in a timely manner (Smith & Oswald, 2003). This implies that 
regardless of the traffic conditions met in real-time, a prediction system should not only be 
able to generate accurate single step ahead predictions of traffic flow, but also to operate on 
an iterative basis to produce reliable multiple steps ahead predictions in cases of data 
collection failures. 
The bulk of research in short-term traffic flow prediction has concentrated on data-driven 
time-series models that construct the underlying rules of complex traffic datasets rather than 
working based on pre-determined mathematical rules; these models can be parametric - 
such as ARIMA models - or non-parametric (a review of the literature, methodologies and 
approaches used can be found in Vlahogianni et al., 2004). Among non-parametric 
approaches, neural networks and especially Multi-layer Feed-forward Perceptrons (MFLPs) 
have been shown to be most effective in forecasting traffic flow variables because of their 
propensity to account for a large range of traffic conditions and generate more accurate 
predictions than classical statistical forecasting algorithms (Smith & Oswald, 2003, 
Vlahogianni et al. 2004, Vlahogianni et al., 2005, Wang et al., 2006). Multi-layer Feed-
forward Perceptrons (MFLPs) have memoryless neurons while input activation is a function 
only of the current input state and not of the past input-output relations and are very 
popular and widely used in time series traffic forecasting partly because of their ability to 
capture non-linear behavior in the data structures they model, regardless of their complexity 
(Hornik et al., 1989). They are usually trained under a pattern-based consideration; 
computations aim at distinguishing clusters that have different statistical properties (mean 
and variance).  
However, the static operation of MLFP contradicts the temporal evolution of traffic flow. 
Short-term traffic flow prediction is significantly affected by the temporal evolution of traffic 
variables (Abdulhai et al., 2002, Stathopoulos & Karlaftis, 2003). The core research in traffic 
flow over the years has investigated a wide variety of nonlinear phenomena such as phase 
transitions (Kerner & Rehborn 1996), hysteretic effects (Hall et al. 1992, Zhang 1999), 
localized spatio-temporal behavior (Kerner 2002) and others. These phenomena - mainly 
observed in freeway bottlenecks – are difficult to predict and replicate in a simulation 
environment based on classical traffic flow theory (Kerner 2004). Moreover, recent efforts in 
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studying the temporal evolution of traffic flow in signalized arterials have indicated that 
traffic volume patterns - a sequence of volume states that define the time window for 
prediction – exhibit significant temporal variability and demonstrated that short-term traffic 
flow has variable deterministic and nonlinear characteristics that can be related to the 
prevailing traffic flow conditions (Vlahogianni et al. 2006a, 2008).  
Although traffic flow theory has formulated improved theoretical bases in order to account 
for such phenomena - for example the three-phase traffic flow theory (Kerner 2004) - these 
effects are not taken into consideration in the process of short-term predictions using data-
driven algorithms. Moreover, as indicated in most intelligent transportation system 
architectures, the dynamic nature of prediction algorithms are imperative to confront 
probable malfunctions in the data collection system or excesses in computational time 
(Smith & Oswald 2003, Vlahogianni et al. 2006b).  
Iterative predictions provide the means to generate information on traffic’s anticipated state 
with acceptable accuracy for a significant time horizon in cases of system failure. The 
present paper focuses on providing a comparative study between local and global iterative 
prediction techniques applied to traffic volume and occupancy time-series. The remainder 
of the paper is structured as follows: The concept of iterative predictions along with the 
basic notions of the proposed local and global prediction techniques in traffic flow 
prediction is presented in the following section. Next, the characteristics of the 
implementation area as well as the results of the comparative study are summarized. 
Finally, the paper ends with some concluding remarks. 

2. Iterative predictions of traffic flow 
Most predictions systems are dependent on data transmission. This suggests that 
continuous flow of volume and occupancy data is necessary to operate efficiently. However, 
it is common for most real-time traffic data collection systems to experience failures 
(Stathopoulos & Karlaftis 2003). For this, a real-time prediction system should be able to 
generate predictions for multiple steps ahead to ensure its operation in cases of data 
collection failures. The multiple steps ahead prediction problem can be formulated based on 
two conceptual approaches: 
• Direct approach: Given a time-series of a variable - for example volume V(t),V(t-1), …, a 

model is constructed to produce the state of a variable at V(t+h) steps ahead, where h >1. 
• Iterative or recursive approach: Given a time-series of a variable a single step ahead model 

is constructed to produce a prediction ˆ ( )V t  at time t that is then fed backwards to the 
network and is used as new input data in order to produce the next step ˆ ( 1)V t +  
prediction at t+1: 

 { }ˆ ˆ( 1) ( ), ( ), ( 1)...V t V t V t V t+ = −  (1) 

The direct approach to prediction has been implemented using neural networks in 
Vlahogianni et al. (2005). The reliability of direct prediction models is suspect because the 
model is forced to predict further ahead (Sauer 1993). This is the main argument in using 
iterative models in multiple steps ahead prediction. On the other hand, iterative predictions 
have the disadvantage of using the predicted value as input that is probably corrupted. 
Literature in short-term prediction of chaotic time-series indicates that the iterative approach 
to multiple steps ahead prediction is more accurate than direct one (Casdagli 1992). 
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Iterative approaches to neural network modeling have previously been applied to traffic 
flow predictions and results indicate that predictability decreases when the model uses 
previous predictions as inputs in the process of short-term predictions (Zhang 2000). This 
can be probably attributed to the fact that short-term traffic flow dynamics are not smooth 
and could not be captured by the simple structures of MLFP implemented so far 
(Vlahogianni et al. 2005). Two distinct categories of prediction techniques are further 
investigated; the local linear prediction techniques and the global neural networks. The next 
sub-sections provide the basics of the above techniques. 

2.1 Local Weighted Linear model 
The locally weighted linear (LWL) model finds similar local dynamics and produces a good 
estimate of the future state of a system, while neural networks are global approaches that 
attempt to build a single complex model for the entire range of behaviors identified in the 
time series. LWL belongs to the category of memory-based local prediction models. Locality 
in prediction is achieved by utilizing only the nearby states of the variable to be predicted. 
In brief, taken the case of predicting the next state of traffic volume V(t+τ) where τ is the 
embedding delay that matches the prediction step, the algorithm searches the k nearest 
neighbors of V(t) i.e. the k nearest states V(t’) (t’<t) that minimize V(t) - V(t’) , where ·  a 
metric (for example Euclidean) (Casdagli 1992). The local linear predictor results by fitting a 
linear polynomial to the pairs of V(t’), V(t’+τ); the contribution of each of the k nearest 

neighbors is weighted by a weighting function (kernel) 
d
hK e

−
=  -d is the distance of a 

neighbor from the reference state and h is the distance of the reference state and its furthest 
neighbor, among the k nearest neighbors considered (Kononov 2007). 

2.2 Temporal neural networks 
The global iterative model to be used as an alternative theoretical approach to the proposed 
prediction framework is the temporal structures of neural networks. These networks are an 
extension of the static MLFPs that engage a memory mechanism to reconstruct the time-
series under prediction in the m-dimensional Phase Space. The memory can be limited to the 
input layer or can extend to the entire neural networks - for example the hidden layer - and 
aims at creating a State-Space reconstruction process and converts the time series data of 
volume and occupancy in vectors; for example { }( 1),...,t t t mV V Vτ τ− − −= , where τ is the time 

delay of and m is the dimension the reconstructed volume in the State-Space. Networks that 
encompass tap delay memory structures only to the input layer of the form y(n) = [y(n), …, 
y(n-m+1)]T are known as time-delayed neural networks (TDNN), whereas networks that 
incorporate more complex memory mechanisms – for example a Gamma memory (de Vries 
& Principe 1992) – are known as time-lagged neural networks (TLNN). 
The training of TLNN for iterative predictions feeds back the prediction at time t+1 and 
utilizes it as an input for the generation of next prediction step t +2. For global models, this 
simple method is plagued by the accumulation of errors and the model can quickly diverge 
from the desired behavior (Principe et al. 2000). For this reason the training in the specific 
iterative neural network model is conducted via the temporal back-propagation algorithm 
known as Back-propagation to time (BPTT) (Webros 1990). BPTT are trajectory learning 
algorithms that create virtual networks by unfolding in time the original topologies on 
which back-propagation training is applied; the main objective is to improve the weights so 



 Urban Transport and Hybrid Vehicles 

 

32 

as to minimize the total error over the whole time interval (Webros 1990). More specifically, 
all weights are duplicated spatially for an arbitrary number of time steps τ; as such, each 
node that sends activation to the next has τ number of copies as well. For a training cycle n, 
the weight update is given by the following equation (Haykin 1999): 

 ( 1) ( ) ( ) ( )ji ji j in n n nηδ+ = +w w x   (2) 

where, ( 1)ji n +w  and ( )ji nw  are the weights of the i-th synapse of the neuron j at training 
cycle n+1 and n respectively, η is the learning rate, ( )i nx  (i=1,2,…n) is the input vector and 

( )j nδ  is given by: 

 
( ) ( ( )),   neuron in the output layer

( ) ( ( )) ( ) ,  neuron in the hidden layer
j j

j
j r rj

r

e n n j
n n n j

φ υ
δ φ υ Τ

∈Α

′⎧⎪= ⎨ ′
⎪⎩

∑Δ w  (3) 

where, ej(n) is the network’s error, φ is the nonlinear activation function. Moreover, if A is a 
set of all neurons whose inputs are fed by the j neuron in the hidden layer is a forward 

manner, then 
1

( ) ( )
m

j ji i j
i

n n bυ
=

= +∑w x  is the induced local field of neuron r that belongs to the 

A and [ ]( ) ( ), ( 1),..., ( ) T
r r r rn n n n mδ δ δΤ = + +Δ  is the local gradient vector. 

Regardless of being static or dynamic, neural networks suffer from a usually manual trial-
and-error process of optimization mainly with respect to their structure (number of hidden 
units) and learning parameters. On the other hand, automation in the optimization process 
of a neural network is most critical in complex neural structures. Recently, genetic 
algorithms have gained significant interest as they can be integrated to the neural network 
training to search for the optimal architecture without outside interference, thus eliminating 
the tedious trial and error work of manually finding an optimal network. Genetic algorithms 
are based on three distinct operations: selection, cross-over and mutation (Mitchell 1998); 
these operations run sequentially in order for a fitness criterion (in the specific case the 
minimization of the cross-validation error) to converge. 

3. Implementation and results 
The specific iterative prediction approach is implemented using 90-seconds volume and 
occupancy data collected along a signalized arterial in the centre of Athens (Greece) (Fig 1). 
Previous research on the area has demonstrated that traffic flow in the specific area - defined 
by the joint consideration of volume and occupancy – has a variable deterministic and 
nonlinear temporal evolution (Vlahogianni et al. 2008). The subsequent reconstruction of the 
series of volume and occupancy in the Phase-space using the mutual information criterion 
(Fraser & Swinney 1986) and the false nearest algorithm (Kennel et al. 1992) indicate that 
both volume and occupancy can be determined by a vector with time delay that equals to 1 
and dimension that equals to 5.  
Based on the above results, the recursive prediction techniques are set to have a look-back 
temporal window of 1-hour to retrieve and evaluate the traffic flow patterns. Moreover, for 
the recursive TDNN training, the neural network is set to be unfolded in an m=5 
dimensional space in order to produce predictions. The depth of the Gamma of the TLNN 
was also calibrated to reflect the above reconstruction. Apart from the memory mechanism, 
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Fig. 1. Representation of the set of arterial links under study. 
the difference between TDNN and TLNN implemented is that the second network extends 
the memory mechanism to the hidden layer too, in order to provide a fully non-stationary 
environment for the temporal processing of volume and occupancy series. The specifications 
regarding data separation as well as the genetic algorithm optimization are depicted on 
Table 1. 
 

Parameters Specifications 
Datasets: TR–CV–TE * 60%-20%-20% 

Levels 1 hidden layer 
Optimization Genetic algorithm 

Back-propagation Genetic algorithm 
Chromosome [5,25] ,  [0.01 - 0.1],  [0.5 - 0.9]h γ μ∈ ∈ ∈ ** 

Fitness function Mean square error (cross-validation set) 
Selection Roulette 

Cross-over Two point (p=0.9) 
Mutation Probability p=0.09 

 * Training - Cross-validation - Testing 
 ** h: neurons in hidden layer, γ: learning rate, μ: momentum 

Table 1. Data and neural network specifications for iterative short-term volume and 
occupancy prediction. 
The results of the comparative study are summarized in Table 2. As can be observed the 
TLNN performs significantly better - with regards to the mean relative percent error of 
prediction - than the local weighted linear model under the iterative prediction framework 
in both volume and occupancy. When compared to the iterative predictions of a TDNN, it is 
observed that TDNN performs comparable to the TLNN. However, as the same does not 
apply to the case of occupancy; further statistical investigation is conducted to the series of 
volume and occupancy in order to explain the behavior of the models regarding occupancy 
predictions. Results from a simple LM ARCH (Eagle 1982) that tests the null hypothesis of 
no ARCH effect lying in the data series of volume and occupancy shows that occupancy 
exhibits higher time-varying volatility than volume that is difficult to be captured. 
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Mean Relative Percent Error (%)Iterative Models Volume Occupancy 
LWL 21 30 
TDNN 14 26 
TLNN 13 22 

Table 2. Prediction Results (Mean Relative Percent Error) of the comparative study. 
Fig 2 and Fig 3 depict the relationship of the actual and the predicted values of volume and 
occupancy equally. A systematic error is observed in the predictions of volume using the 
local prediction model. Moreover, there seems to be a difficulty in predicting high volume 
values as observed in Fig. 2. As for the occupancy predictions, there seem to be much more 
scattered that the ones of volume; R2 values are lower than the ones of volume.  
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Fig. 2. Actual versus predicted values of traffic volume for the three iterative prediction 
techniques evaluated. 
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Fig. 3. Actual versus predicted values of occupancy for the three iterative prediction 
techniques evaluated. 
In order to investigate the performance of the iterative models during the formation of 
congested conditions, two distinct time periods are selected for further studying the time 
series of the actual and predicted volume and occupancy with regards to different 
methodologies. These two periods depict the onset of the morning (Figure 4) and the 
afternoon peak (Fig. 5).  
As can be observed, although iterative TLNN exhibited improved mean relative accuracy 
when compared to the iterative TDNN, both models seem to capture the temporal evolution 
of the two traffic variables under study. In the case of afternoon peak where the series of 
volume exhibit a oscillating behavior – in contrast to the trend observed in volume and 
occupancy during the onset of the morning peak, both neural network models either over-
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estimate of under-estimate the anticipated values of traffic volume. As for the LWL model, 
predictions as depicted in the time series of the actual versus the predictive values of traffic 
volume and occupancy can be considered as unsuccessful.  
 

 
 

 
Fig. 4. Time-series of actual and predicted (dashed line) values of traffic volume (vh/90sec) 
for the onset of the morning peak. 
 

 
 

 
Fig. 5. Time-series of actual and predicted (dashed line) values of traffic volume (vh/90sec) 
for the onset of the afternoon peak. 
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4. Conclusions 
Modern intelligent transportation systems require prediction algorithms that are adaptable 
and self-optimized in terms of the prevailing traffic flow conditions. Neural networks have 
been for long considered a prominent approach short-term prediction of traffic variables. 
The present paper extends past research by focusing on purely temporal structures of neural 
networks that provide iteratively short-term traffic flow predictions. A comparative study is 
conducted between local prediction techniques and neural networks with respect to the 
predictive accuracy. Results indicate that the global neural networks techniques outperform 
the local predictors, both when considering the mean behavior of the models and their 
behavior in critical traffic flow conditions, such as the onset of the morning and afternoon 
peak in signalized arterials. The optimal accuracy is attained by the TLNN that is the most 
complex temporal neural network among those tested.  
From a conceptual standpoint, the TLNN implemented is fully compatible with the complex 
non-stationary features of traffic flow. From a methodological standpoint a central 
consideration should be kept in mind; as the aim is mainly at the real-time implementation, 
the extensive computational time to train and optimize such networks should be considered. 
It is evident that a retraining strategy is needed in order for the neural structures to 
incorporate and learn newly observed traffic flow events. Although the last is not required 
during the entire real-time operation of the model, research should be focus on the manner 
the accuracy of iterative predictions decreases over time, as well as the formulation of a 
mathematical or empirical criterion to evaluate the time neural networks should be 
retrained.  
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1. Introduction  
Traffic data collection is an essential issue for road-traffic control departments, which need 
real-time information for traffic-parameter estimation: road-traffic intensity, lane occupancy, 
congestion level, estimation of journey times, etc., as well as for early incident detection. 
This information can be used to improve road safety as well as to make an optimal use of 
the existing infrastructure or to estimate new infrastructure needs.  
In an intelligent transportation system, traffic data may come from different kinds of 
sensors. The use of video cameras (many of which are already installed to survey road 
networks), coupled with computer vision techniques, offers an attractive alternative to other 
traffic sensors (Michalopoulos, 1991). For instance, they can provide powerful processing 
capabilities for vehicle tracking and classification, providing a non-invasive and easier to 
install alternative to traditional loop detectors (Fathy & Siyal, 1998; Ha et al., 2004). 
Successful video-based systems for urban traffic monitoring must be adaptive to different 
traffic or environmental conditions (Zhu & Xu, 2000; Zhou et al., 2007). Key aspects to be 
considered are motion-based foreground/background segmentation  (Piccardi, 2004; Beymer 
et al., 2007; Kanhere & Birchfield, 2008), shadow removal algorithms  (Prati et al., 2003; 
Cucchiara et al., 2003), and mechanisms for providing relative robustness against 
progressive or sudden illumination changes. These video-based systems have to deal with 
specific difficulties in urban traffic environments, where dense traffic flow, stop-and-go 
motion profiles, vehicle queues at traffic lights or intersections, etc., would be expected to 
occur. 
This chapter is focused on background subtraction, which is a very common technique for 
detecting moving objects from image sequences using a static camera. The idea consists of 
extracting moving objects as the foreground elements obtained from the “difference” image 
between each frame and the so-called background model of the scene  (Spagnolo et al., 2006). 
This model is used as a reference image to be compared with each recorded image. 
Consequently, the background model must be an accurate representation of the scene after 
removing all the non-stationary elements. It must be permanently updated to take into 
account the eventual changes in the lighting conditions or in the own background contents. 
Surveys and comparisons of different algorithms for background subtraction can be found 
in the literature (Piccardi, 2004; Chalidabhongse, 2003; Cheung & Kamath, 2004). 
Regarding to the category of parametric background subtraction algorithms, in the simplest 
case, it is assumed that each background pixel can be modelled by a single unimodal 
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probability density function. This is the case of the algorithm known as running Gaussian 
average (Wren et al., 1997; Koller et al., 1994), which is a recursive algorithm where a 
Gaussian density function is fitted for each pixel. 
Temporal median filter is another common strategy which has been reported to perform 
better than those methods based on the average. The background estimate is defined for 
each pixel as the median of all the recent values (in the case of the non-recursive version of 
the algorithm). The assumption is that a background pixel must be clearly visible for more 
than 50% of the considered period (Cucchiara et al., 2003; Lo & Velastin, 2001; Zhou & 
Aggarwal, 2001). 
Mixture of Gaussians (MoG) is another parametric strategy that has also been widely used 
(Stauffer & Grimson, 1999; Stauffer & Grimson, 2000; Harville, 2002). A single Gaussian 
density function for each pixel is not enough to cope with non-stationary background 
objects, such as waving trees or other natural elements. The idea under the MoG is to be able 
to model several background objects for each pixel. The achieved background tries to model 
the different intensities that can appear on each background pixel, using a mixture of n 
Gaussian density functions (Power & Schoonees, 2002) . The optimal tuning of the parameter 
set in this algorithm is considered not to be a trivial issue. In  White & Shah (2007), an 
automatic tuning strategy based on particle swarm optimization is proposed. 
Another set of algorithms lay in the category of non-parametric algorithms. They are more 
suitable when it is assumed that the density function is more complex or cannot be 
modelled parametrically, since a non-parametric approach is able to handle arbitrary 
density functions. Kernel density estimation (KDE) is an example of non-parametric methods. 
It tries to solve a problem with the MoG and the other previous methods. These previous 
methods are able to effectively describe scenes with smooth behaviour and limited 
variation, as in the case of gradually evolving scenes. However, in the presence of a dynamic 
scene with fast variations or non-stationary properties, the background cannot be accurately 
modeled with a set of Gaussians. This technique overcomes the problem by estimating 
background probabilities at each pixel from many recent samples using kernel density 
estimation  (Elgammal et al., 1999). In  Mittal & Paragios (2004), density functions are 
estimated in a higher-dimensional space combining intensity information with optical flow, 
in order to build a method able to detect objects that differ from the background in either 
motion or intensity properties. 
Another non-parametric approach is followed by the algorithm based in the called Codebook 
model  (Kim et al., 2005). In this case, the background model for each pixel is represented by a 
number of codewords (instead of parameters representing probabilistic functions) which are 
dynamically handled following a quantization/clustering technique. An important parallel 
issue in the conception of this technique is an appropriate colour modelling. Haritaoglu et 
al.  (2000) describe what they call W4 algorithm, where each background pixel is represented 
by a combination of the minimum and maximum values together with the maximum 
allowed change in two consecutive frames. 
A different category of methods considers predictive strategies for modelling and predicting 
the state dynamics at each pixel. Some of them are based on Kalman filter (Karmann & 
Brandt, 1990; Koller et al., 1994), where intensity values and spatial derivatives are 
combined to form a single state space for background tracking. Alternatively, they may rely 
on the Wiener filter, as the  Wallflower algorithm (Toyama et al., 1999), or on more complicate 
models such as autoregressive models  (Monnet et al., 2003; Zhong & Sclaroff, 2003). Finally, 
we can also mention methods based on eigenspace representation, known as 
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eigenbackgrounds  (Oliver et al., 2000), where new objects are detected by comparing the 
input image with an image reconstructed via the eigenspace. 
Apart from background subtraction techniques, another extended approach is based on 
salient feature detection, clustering and tracking  (Beymer & Malik, 1996; Coifman et al., 
1998). In this case, no background model has to be estimated and continuously updated. 
Instead, a bunch of prominent features that are expected to be stable along time are 
extracted from the vehicles’ image. Then, sophisticated spatiotemporal clustering algorithms 
are applied in order to group those features which are likely to belong to the same vehicle 
(proximity, motion coherence, velocity, can be used as clues). The main problem with these 
algorithms is that they assume that all the features for a given vehicle lie on the same plane, 
which can be acceptable for far viewpoints and small targets. Some other approaches try to 
overcome this problem projecting the extracted features onto a plane parallel to the road 
surface (Kanhere & Birchfield, 2008). 
From an implementational point of view, video-based traffic equipments are frequently 
based on embedded processors with significant computational limitations. They have to 
perform several tasks in real time, including considerable amount of image processing 
 (Toral et al., 2009a). In this chapter, background subtraction algorithms with low 
computational requirements are considered for implementation on embedded processors. In 
particular, algorithms that allow reducing floating point computations to a minimum are 
preferable. This is the case of the above-mentioned median filter. However, the computation 
of the median value for each pixel from a number of recent samples is also a costly 
operation. A recursive algorithm, based on the sigma-delta filter, providing a very fast and 
simple approximation of the median filter with the additional benefit of having very low 
memory requirements, was proposed by McFarlane & Schofield (1995). In this algorithm, 
the running estimate of the median is incremented by 1 if the input pixel is above the 
estimate and decreased by one if over it. Manzanera and Richefeu  (2004) use a similar filter 
to compute the time-variance of the pixels, which is used for classifying pixels as “moving” 
or “stationary”. Recent enhancements of this algorithm have been proposed by Manzanera 
and Richefeu  (2007), with the addition of some interesting spatiotemporal processing, at the 
expense of a higher complexity. 
In addition to the concern on computational efficiency, this chapter is specifically focused in 
urban traffic environments, where very challenging conditions for a background subtraction 
algorithm are common: dense traffic flow, eventual traffic congestions or vehicle queues are 
likely to appear. In this context, background subtraction algorithms must handle the moving 
objects that merged into the background due to a temporary stop and then become 
foreground again. Many background subtraction algorithms rely on a subsequent post-
processing or foreground validation step, using object localization and tracking, in order to 
refine the foreground detection mask. The aim of the proposed algorithm is to avoid the 
need of this subsequent step, preventing the background model to incorporate these objects 
which are stopped for a time gap and maintaining them as part of the foreground. At the 
same time, the algorithm should avoid the background model to get too obsolete after a 
change in the true background or in the illumination conditions. Consequently, special 
attention must be paid in deciding when and how updating the background model, 
avoiding “pollution” of the model from foreground slow moving or stopped vehicles, while 
preventing, at the same time, the background model to get outdated. 
A new background subtraction algorithm based on the sigma-delta filter is described in this 
chapter and then compared with previous versions reported in the literature. A more 
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reliable background model is achieved in common adverse conditions typical of urban 
traffic scenes, satisfying the goal of low computational requirements. Moreover, the 
implementation of the proposed algorithm on a prototype embedded system, based on an 
off-the-shelf multimedia processor, is discussed in this chapter. This prototype is used as a 
test-bench for comparison of the different background subtraction algorithms, in terms of 
segmentation quality performance and computational efficiency. 

2. Sigma-Delta background estimation algorithms 
2.1 Basic Sigma-Delta algorithm 
The basic sigma-delta background estimation algorithm provides a recursive computation 
of a valid background model of the scene assuming that, at the pixel level, the background 
intensities are present most of the time. However, this model degrades quickly under slow 
or congested traffic conditions, due to the integration in the background model of pixel 
intensities belonging to the foreground vehicles. Table 1 describes the basic sigma-delta 
algorithm from Manzanera & Richefeu (2004) (a statistical justification of this method is 
given in Manzanera, 2007). For readability purposes, the syntax has been compacted in the 
sense that any operation involving an image should be interpreted as an operation for each 
individual pixel in that image. 
 

00 IM =                       // Initialize background model M 
00 =V                          // Initialize variance V 

for each frame t 
ttt IM −=Δ        // Compute current difference 

if 0≠Δ t  
( )11 sgn −− −Δ⋅+= tttt VNVV   // Update variance V 

end if 
( )ttt VD ≥Δ=         // Compute detection image D 

if 0==tD             // Update background model M … 
( )11 sgn −− −+= tttt MIMM  // with relevance feedback 

end if 
end for 

Table 1. The basic sigma-delta background estimation. 

Mt represents the background-model image at frame t, It represents the current input image, 
and Vt represents the temporal variance estimator image (or variance image, for short), carrying 
information about the variability of the intensity values at each pixel. It is used as an 
adaptive threshold to be compared with the difference image. Pixels with higher intensity 
fluctuations will be less sensitive, whereas pixels with steadier intensities will signal 
detection upon lower differences. The only parameter to be adjusted is N, with typical 
values between 1 and 4. Another implicit parameter in the algorithm is the updating period 
of the statistics, which depends on the frame rate and the number of grey levels. This 
updating period can be modified by performing the loop processing every P frames, instead 
of every frame. The same algorithm computes the detection image or detection mask, Dt. This 
binary image highlights pixels belonging to the detected foreground objects (1-valued 
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pixels) in contrast to the stationary background pixels (0-valued pixels). The described 
algorithm is, in fact, a slight variation of the basic sigma-delta algorithm, where the 
background model is only updated for those pixels where no detection is signalled, instead 
of doing it for all pixels. This selective updating is called relevance feedback and it is usually 
preferable, as it provides more stability to the background model. 

2.2 Sigma-Delta algorithm with spatiotemporal processing 
The basic sigma-delta algorithm only performs a strict temporal processing at the pixel level. 
Recent improvements suggest enhancing the method by adding some spatiotemporal 
processing (Manzanera & Richefeu,  2007). The aim of the additional spatiotemporal 
processing is to remove non-significant pixels from the detection mask and to reduce the 
“ghost” and aperture effects. The “ghost effect” is the false detection produced by an object 
which suddenly starts moving after a motionless stay (a slow moving vehicle causes an 
effect similar to a ghost-like trail which can be apparent in the background model). The 
aperture effect produces poor detection for those objects with weak projected motion (for 
instance, objects moving nearly perpendicular to the image plane). The additional 
processing tries to improve and regularize the achieved detection through the following 
three operations: common-edges hybrid reconstruction, opening by reconstruction and 
temporal confirmation. These operations consider several common morphological operators 
 (Vincent, 1993; Heijmans, 1999; Salembier & Ruiz, 2002): 
• )(XDilλ : Morphological dilation of an image X, using a ball of radius λ  as structuring 

element. 
• )(XEroλ : Morphological erosion of an image X, using a ball of radius λ  as structuring 

element. 
• )),(()( YXDilMinXilD Y

λλ = : Geodesic dilation of a marker image X, using a ball of 
radius λ  as structuring element and a reference image Y. 

• )(lim)(eR kXXc
k

Y
∞→

= : Geodesic reconstruction of an image X (marker image), using a 
reference image Y. Here, the geodesic dilation is used in a recursive manner, as: 

))1(()( −= kXilDkX Y
λ , with XX =)0( .  It can be shown that the series )(kX  defined in 

such a way always converges after a finite number of iterations. 
Besides these classical morphological operators, a special reconstruction, called hybrid 
reconstruction, )(eR~ XcY

α , is introduced by Manzanera and Richefeu,  (2007), based on the 
idea of gradually forgetting the marker. This operator is implemented as a four-step 
forgetting reconstruction, as follows: 

( )[ ]),1()(eR~),,()1(),(),,(),()(eR~ )0()0( rcXcrcXMaxrcXrcYMinrcXc YY −−+= αα αα  

( )[ ]),1()(eR~),,()(eR~)1(),()(eR~),,(),()(eR~ )1()0()0()1( rcXcrcXcMaxrcXcrcYMinrcXc YYYY +−+= αααα αα  

( )[ ])1,()(eR~),,()(eR~)1(),()(eR~),,(),()(eR~ )2()1()1()2( −−+= rcXcrcXcMaxrcXcrcYMinrcXc YYYY
αααα αα  

( )[ ])1,()(eR~),,()(eR~)1(),()(eR~),,(),()(eR~ )3()2()2()3( +−+= rcXcrcXcMaxrcXcrcYMinrcXc YYYY
αααα αα  

)3()(eR~)(eR~ XcXc YY
αα =  

(1) 

In these expressions, c and r refer to the column and row of each pixel in the image, 
respectively, while 1/α is the reconstruction radius replacing the structuring element. 
The three operations involved in spatiotemporal processing that make use of the detailed 
morphological operators are then: 



 Urban Transport and Hybrid Vehicles 

 

44 

1. Common-edges hybrid reconstruction: ( )( ))(),(MinecR~ ttt It Δ∇∇=Δ Δ∇
α  This step tries to 

make a reconstruction within Δt of the common edges in the current image and the 
difference image. It is intended to reduce the eventual ghost effects appearing in the 
difference image. )(I∇  must be understood as the gradient module image of I. The 
minimum operator, Min(), acts like an intersection operator, but working on gray-level 
values, instead of binary values. This operation retains the referred common edges 
belonging both to Δt and It. Finally, the ()ecR~ tΔ

α  operator performs the aforementioned 
reconstruction, trying to recover the whole object from its edges, but restricted to the 
difference image (Manzanera & Richefeu,  2007). 

2. Opening by reconstruction: ( )( )t
D

t DL t
λEroecR= . After obtaining the detection mask, 

this step is applied in order to remove the small connected components present in it. A 
binary erosion with radius λ , )(Eroλ , followed by the usual geodesic reconstruction, 
restricted to Dt, is applied. 

3. Temporal confirmation: ( )1ecR −
∇ = t

L
t LD t . The final detection mask is obtained after 

another reconstruction operation along time. This step, combined with the previous 
one, can be interpreted as: “keep the objects bigger than λ that appear at least on two 
consecutive frames”. 

Table 2 describes the complete sigma-delta with spatiotemporal processing algorithm. 
Despite this rather sophisticated procedure, this algorithm also exhibits eventual problems 
due to its intrinsic updating period. For instance, it shows a limited adaptation capability to 
certain complex scenes in urban environments or, in general, scenes permanently crossed by 
lots of objects of very different sizes and speeds. In Manzanera and Richefeu  (2007), the 
authors suggest overcoming this problem using the multiple-frequency sigma-delta 
background estimation. 
 

00 IM =                       // Initialize background model M 
00 =V                          // Initialize variance V 

for each frame t 
ttt IM −=Δ       // Compute current difference 

if 0≠Δ t  
( )11 sgn −− −Δ⋅+= tttt VNVV   // Update variance V 

end if 
( )( ))(),(MinecR~ ttt It Δ∇∇=Δ Δ∇

α   // Common-edges hybrid reconst. 

( )ttt VD ≥Δ= ∇        // Compute initial detection mask D 

( )( )t
D

t DL t
λEroecR=    // Opening by reconstruction 

( )1ecR −
∇ = t

L
t LD t  // Final det. mask after temporal confirmation 

if 0==∇
tD            // Update background model M … 

( )11 sgn −− −+= tttt MIMM     // with relevance feedback 
end if 

end for 

Table 2. Sigma-delta background estimation with spatiotemporal processing. 
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2.3 Multiple-frequency Sigma-Delta algorithm 
The principle of this technique is to compute a set of K backgrounds ],1[, KiM i

t ∈ , each one 
characterized by its own updating period αi. The compound background model is obtained 
from a weighted combination of the models in that set. Each weighting factor is directly 
proportional to the corresponding adaptation period and inversely proportional to the 
corresponding variance. The background model is improved, but at the expense of an 
increment in the computational cost with respect to the basic sigma-delta algorithm. Table 3 
details an example of multi-frequency background estimation using K different periods 
α1<…<αK. 
In this case, the relevance feedback is not convenient due to fact of using several 
background models with different periods. 
 

for each [ ]Ki ,1∈  

00 IM i=  // Initialize background model for each period, Mi 

00 =iV   // Initialize variance for each period,Vi 
end for 

00 =V          // Initialize global variance V 
 

for each frame t 

tt IM =0   // Initialize base-case model 

00 =tV    // Initialize base-case variance 
for each [ ]Ki ,1∈  

              if t is a multiple of αi 
       // Recursive rule for updating background model Mi 

( )i
t

i
t

i
t

i
t MMMM 1

1
1 sgn −

−
− −+=   

end if 

t
i
t

i
t IM −=Δ    // Compute current difference with model Mi 

if 0≠Δi
t  

( )i
t

i
t

i
t

i
t VNVV 11 sgn −− −Δ⋅+=   // Update variance Vi 

end if 
end for 

∑
∑

∈

∈
=

],1[

],1[

Ki i
t

i

Ki i
t

i
ti

t

V

V
M

M
α

α

    // Compute global background model 

ttt IM −=Δ   // Compute current difference with global model 
if 0≠Δt  

( )11 sgn −− −Δ⋅+= tttt VNVV   // Update global variance 
end if 

( )ttt VD ≥Δ=   // Final detection mask 
end for 

Table 3. Multiple-frequency sigma-delta background estimation. 
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2.4 Sigma-Delta algorithm with confidence measurement 
A different improvement of the basic sigma-delta background subtraction algorithm has 
been proposed by Toral et al., (2009b). The aim of this algorithm consists of trying to keep 
the high computational efficiency of the basic method, while making it particularly suitable 
for urban traffic environments, where very challenging conditions are common: dense traffic 
flow, eventual traffic congestions, or vehicle queues. In this context, background subtraction 
algorithms must handle the moving objects that merged into the background due to a 
temporary stop and then become foreground again. Many implementations overcome this 
problem with a subsequent post-processing or foreground validation step. The aim of this 
algorithm is to alleviate this subsequent step, preventing the background model to 
incorporate objects which are slow moving or stopped for a time gap. For this purpose, a 
numerical confidence level which is tied to each pixel in the current background model is 
introduced. This level quantifies the trust the current value of that pixel deserves. This 
enables a mechanism that tries to provide a better balance between adaptation to 
illumination or background changes in the scene and prevention against undesirable 
background-model contamination from slow moving vehicles or vehicles that are 
motionless for a time gap, without compromising the real-time implementation. The 
algorithm is detailed in Table 4. Three new images are required with respect to the basic 
sigma-delta algorithm: the frame counter image ( FC

tI ), the detection counter image ( DC
tI ) 

and the confidence image ( CON
tI ). 

 The variance image is intended to represent the variability of pixel intensities when no 
objects are over that pixel. In other words, the variance image will solely be determined by 
the background intensities, as a proper threshold should be chosen from that. A low 
variance should be interpreted as having a “stable background model” that has to be 
maintained. A high variance should be interpreted as “the algorithm has to look for a stable 
background model”. One of the problems of the previous versions of sigma-delta algorithms 
in urban traffic environments is that, as the variance grows when vehicles are passing by, 
the detection degrades because the threshold becomes too high. Then, it is necessary to 
perform a more selective background and variance update. 
The main background and variance selective updating mechanism is linked to the so-called 
“refresh period”. Each time this period expires (let us say, each P frames), the updating 
action is taken, provided that the traffic conditions are presumably suitable. The detection 
ratio can be used as an estimation of the traffic flow. Notice that this is an acceptable 
premise if we assume that the variance threshold filters out background intensity 
fluctuations, as intended. Values of this detection ratio above 80% are typically related to the 
presence of stopped vehicles or traffic congestion over the corresponding pixels. If this is not 
the case, then the updating action is permitted. 
On the other hand, high variance values mean that the capability for a proper evaluation of 
the traffic flow is poor, as the gathered information related to the detection ratio is not 
reliable. In this case, it is wiser not to recommend the updating action. 
A parallel mechanism is set up in order to update the confidence measurement. This second 
mechanism is controlled by the so-called “confidence period”. This is not a constant period 
of time, but it depends on the confidence itself, for each particular pixel. The principle is that 
the higher the confidence level is, the lower the updating need for the corresponding pixel 
is. Specifically, the confidence period length is given by a number of frames equal to the 
confidence value at the corresponding pixel. Each time the confidence period expires, the 
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00 IM = ;    iniV ν=0       // Initialize background model and variance 

000 == FCDC II ;   ini
CON cI =0

    // Initialize detection, frame counter and confidence measure  
for each frame t 

1+= FC
t

FC
t II        // Increment frame-counter image 

// Period evaluation and background updating decision making: 
if CON

t
FC
t II <        // If current confidence period not expired yet 

if FC
tI  is a multiple of P   // If refresh period expires 

if tht vV ≤  //Low variance => we assume we can rely on the gathered information (in
 particular in the detection counter) => traffic flow may be evaluated  

if ( ) 8.0/ ≤FC
t

DC
t II    // If not very heavy traffic 

1=tU                 // Refresh period updating mode 
end if 

end if 
end if 

else     // If current confidence period expires 
if tht vV ≤  // Low variance => we assume we can evaluate traffic flow 

)/( FC
t

DC
t

CON
t III γ=+   // Confidence updating as a function of the detection ratio 

if mincI CON
t ==    // If confidence goes down to the minimum … 

1=tU               // … force updating 
end if 

else                // We cannot reliably evaluate traffic flow 
1=tU    // Confidence period updating mode, to avoid background model deadlock 

end if 
0== FC

t
DC
t II   // Reset detection counter and frame counter 

end if 
// Background updating (if appropriate) and detection: 
if 1==tU   // If updating recommended, follow sigma-delta algorithm  

 ( )11 sgn −− −+= tttt MIMM    // Update background model 

ttt IM −=Δ                              // Compute current difference 

( )1min1 sgn −− −Δ⋅++= tttt VNvVV   // Update variance 

( )ttt VD ≥Δ=          // Compute detection mask 
else                                       // Do not update, just detect 

ttt IM −=Δ                

( )ttt VD ≥Δ=  
end if 

( )1===+ t
DC
t DI            // Update detection-counter image 

end for 
 

Table 4. Sigma-delta algorithm with confidence measurement. 
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confidence measure is incrementally updated, according to an exponentially decreasing 
function of the detection ratio, d: 

 ( ) ( exp( ) 1)d round dγ α β= ⋅ − −   (2)  

The gain α is tuned as the confidence maximum increment (when the detection ratio tends 
to zero), while β, defining the increment decay rate, has to be chosen such that negative 
increments are restricted to large detection rates. 
The recommended values are, α = 11, so the maximum confidence increment is 10 frames, 
and β = 4 which adjusts the crossing of the function with -0.5 around 75%-80% of detection 
rates. 
In case the confidence is decremented down to a minimum, background updating is forced. 
This is a necessary working rule since, in the case of cluttered scenes, for instance, the 
background model may not be updated by means of the refresh period. Thus, in that case, 
this underlying updating mechanism tries to prevent the model to get indefinitely locked in 
a wrong or obsolete background. 
As a last resort, there is another context in which the updating action is commanded. This is 
the case when the confidence period expires but the detection capability is estimated to be 
poor. In such a case, as no reliable information is available, it is preferred to perform the 
background update. In fact, by doing otherwise, we will never change the situation, as the 
variance won’t be updated, hence the algorithm would end in a deadlock. 
The confidence measurement is related to the maximum updating period. In very adverse 
traffic conditions, this period is related to the time the background model is able to keep 
untainted from the foreground objects. Let us suppose a pixel with correct background 
intensity and maximum confidence value, for instance, cmax = 125 frames. Then, 125 frames 
have to roll by for the confidence period to expire. If the traffic conditions do not get better, 
the confidence measure decreases until 124 and no updating action is taken. Now, 124 
frames have to roll by for the new confidence period to expire. At the end, 
125+124+123+…+10 = 7830 frames are needed for the algorithm to force the updating action 
(assuming minimum confidence value, cmin = 10). At the typical video rate of 25 frames per 
second, this corresponds to more than 5 minutes before the background starts becoming 
corrupted if the true background is seldom visible due to a high-traffic density. The 
downside is that, if we have a maximum confidence for a pixel with wrong intensity (for 
instance, if the background of the scene itself has experienced an abrupt change), also this 
same period is required for the pixel to be adapted to the new background. Nevertheless, if 
the change in the background is a significant illumination change, this problem can be 
alleviated in a further step by employing techniques related to shadow removal, which is 
beyond the scope of this paper (Prati et al., 2003; Cucchiara et al., 2003). 
When the evaluation of the confidence measurement and the detection ratio recommend 
taking the updating action, the basic sigma-delta algorithm is applied. If no updating is 
required, the computation of the detection mask is just performed. 

3. Comparative results 
3.1 Qualitative performance analysis 
A typical traffic urban sequence is used in this qualitative comparative study. In such scenes 
the background model from the basic sigma-delta algorithm quickly degrades, assimilating 
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the slow moving or stopped vehicles. Another undesirable effect is that, in the long term, the 
corresponding variance values tend to increase immoderately in the areas with a higher 
traffic density. As the variance is used as a detection threshold, this detection is not very 
sensitive, producing a poor detection mask. This is illustrated in Fig. 1 for the traffic-light 
sequence. The first column of the figure shows the current image at frame 400 (that is 16 
seconds after the sequence starts), which is the same for every row. The second column 
represents the current background model for each compared method. The third column 
represents the visual appearance of the variance image, and the fourth column represents 
the detection mask. The results shown in the first row corresponds to the basic sigma-delta 
algorithm, SD (parameter settings: N=4).  The second row corresponds to the sigma-delta 
with spatiotemporal processing, SDSP (parameter settings: N=4, 1,8/1 == λα ), while the 
third row represents the results from the multiple-frequency sigma-delta background 
estimation, SDM (N=4, K=3 backgrounds models used, with adaptation periods: 11 =α , 

82 =α  and 163 =α ). Finally, the fourth row corresponds to the sigma-delta with confidence 
measurement, SDC (parameter settings: N=4, [ ] [ ]200,10, maxmin =∈ vvVt , 
[ ] [ ]125,10, maxmin =cc , minvini =ν , minccini = , mincP = , 38=thv ). 
It can be seen that the adaptation speed of multi-frequency sigma-delta and the proposed 
method (when it is seeking for a new background) are similar. In particular, the moving 
vehicles present in the image at the beginning of the sequence have not been completely 
“forgotten” yet, producing the ghost vehicles noticeable in the case of these two algorithms. 
On the other hand, we can appreciate the effect of ghostly trails apparent in the background 
model, produced by the slow moving vehicles (or vehicles moving in a direction nearly 
perpendicular to the image plane), in the case of the two first algorithms. 
Fig. 2 illustrates another sample of the behaviour of these four algorithms at frame 1200 (48 
seconds after the sequence start). In this case, some vehicles have been stopped in front of a 
red light for a maximum of 20 seconds approximately. It can be seen that these vehicles have 
been blended into the background model for both, the basic sigma-delta and sigma-delta 
with spatiotemporal processing, while they have been partially blended into the 
background for the multi-frequency sigma-delta. The sigma-delta with confidence 
measurement algorithm keeps this background model unpolluted from those stopped 
vehicles, being able to attain its full detection as foreground items. It can also be observed 
that the variance values have not been significantly increased in the region of the stopped 
vehicles, keeping the detection threshold conveniently sensitive. 
Next, the situation a few seconds later is shown in Fig. 3, corresponding to frame 2170, 86 
seconds after the beginning of the sequence, and around 15 seconds after the vehicles in 
front of the traffic light started moving again. It can be seen that those vehicles have not 
been completely “forgotten” from the background model in the case of the basic sigma-
delta, the sigma-delta with spatiotemporal processing and the multi-frequency sigma-delta 
algorithms. On the other hand, since this frame has been preceded by a significant traffic 
flow, the variance in the case of the first three algorithms has raised accordingly, producing 
a poor detection in the areas with higher variance. On the contrary, the sigma-delta with 
confidence measurement algorithm tries to keep the variance conveniently sensitive in those 
areas, as the variance is intended to represent the variability of the intensity levels of the 
background pixels only. 
Finally, in Fig. 4, the situation 240 seconds after the sequence start is shown. This frame is 
part of the third red light cycle. The same comments made with respect to Fig. 2 are 
extensible to this later fragment of the sequence. 
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Fig. 1. Traffic-light sequence. Comparative results at frame 400. 
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Fig. 2. Traffic-light sequence. Comparative results at frame 1200. 
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Fig. 3. Traffic-light sequence. Comparative results at frame 2170. 
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Fig. 4. Traffic-light sequence. Comparative results at frame 6000. 

3.2 Quantitative performance analysis 
There are different approaches to evaluate the performance of the background subtraction 
algorithms, from low-level, pixel-oriented evaluation to object-level or application-level 
evaluation. In the latter case, the goal-based evaluation of the foreground detection would 
be influenced by other higher level components of the application, e.g. a blob feature 
extraction module or a tracker module, which are out the scope of this paper. Consequently, 
in this section, a pixel-oriented evaluation has been preferred. 
In a binary decision problem, the classifier labels samples as either positive or negative. In 
our context, samples are pixel values, “positive” means foreground object pixel, and 
“negative” means background pixel. In order to quantify the classification performance, 
with respect to some ground truth classification, the following basic measures can be used: 
• True positives (TP): correctly classified foreground pixels. 
• True negatives (TN): correctly classified background pixels. 
• False positives (FP): incorrectly classified foreground pixels. 
• False negatives (FN): incorrectly classified background pixels. 
Using these basic measures, the true and false positive rates can be estimated: 

 True positive rate: 
FNTP

TP
positivesactualoftotal

TPTPR
+

==   (3) 

 False positive rate: 
FPTN

FP
negativesactualoftotal

FPFPR
+

==   (4) 

Precision and recall are defined as: 

 Precision: 
FPTP

TP
positivesestimatedoftotal

TPPR
+

==   (5) 

 Recall: TPRRE =   (6) 
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Other measures for fitness quantification, in the context of background subtraction 
techniques, have been proposed in the literature (Rosin & Ioannidis, 2003; White & Shah, 
2007; Ilyas et al., 2009). The following are some examples: 

 F-measure:  )10(,2 ≤≤⎟
⎠

⎞
⎜
⎝

⎛
+
⋅

= FF S
REPR
REPRS   (7) 

which combines precision and recall in the form of their harmonic mean, providing an index 
more representative than the pure PR and RE measures themselves. 

 Percentage of correct classification: )10(, ≤≤
+++

+
= CCCC S

FNFPTNTP
TNTPS   (8) 

The percentage of correct classification alone is very commonly used for assessing a 
classifier’s performance. However, it can give misleading estimates when there is a 
significant skew in the class distribution (Rosin & Ioannidis, 2003). In particular, if 
foreground elements are only present in a small part of the image, lets say 5%, there is not 
much difference in the achieved high ratings of this coefficient with respect to the case of 
simply classifying everything as background. Using additionally the Jaccard and Yule  
coefficients (Sneath & Sokal, 1973) can reduce the problem, when there is a large volume of 
expected true negatives: 

 Jaccard coefficient: 10, ≤≤
++

= JJ S
FNFPTP

TPS   (9) 

 Yule coefficient: )11(,11 ≤≤−−+=−
+

+
+

= YNY SPRPR
FNTN

TN
FPTP

TPS   (10) 

PRN has to be understood as the precision in the background classification (negatives), in the 
same way PR is the precision in the foreground classification (positives). In its original form, 
the Yule coefficient is defined on the interval [-1,1]. The lower limit of this interval occurs 
when there are not matching pixels, while a perfect match would make the coefficient to hit 
the upper bound. 
Finally, Ilyas et al. (2009) proposes a weighted Euclidean distance, considering the 
deviations of FPR and TPR from their respective ideal values, 0 and 1. It is defined as 
follows: 

 )10(,)1()1( 22 ≤≤−−+= γγ γγ ETPRFPRE   (11) 

where γ (0< γ <1) is a weighting coefficient, that has to be adjusted according to the desired 
trade off between sensitivity and specificity. For instance, when a low false alarm rate is the 
priority, at the expense of loosing sensitivity, high values for this coefficient have to be 
chosen. 
A representative ground truth dataset has been elaborated using the traffic light sequence. A 
number of samples from the traffic light sequence have been extracted and manually 
annotated using the publicly available annotation tool: InteractLabeler  (Brostow et al., 2009). 
One ground-truth frame for every 100 frames has been picked out, which corresponds to a 
0.25 fps sampling rate. An initialization stage of around 20 seconds long is skipped over.  
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The following index sets have been considered as a valuable quantification of relative 
performance of each algorithm: { } { }),,,)1(5.0,, 75.050.025.0 EEEESSSS YJF =+= . The first 
set includes fitness coefficients with ideal value equal to 1, while the second set includes 
fitness errors with ideal value equal to 0. The values of each one of these coefficients will be 
averaged for all the chosen frames. In addition, the typical deviation of each one is 
calculated. It can be noticed that the SCC coefficient has been dropped from the analysis as, 
in agreement with the above comments, it exhibited a very poor sensitivity, yielding very 
high scores for every algorithm. 
Table 5 details the average, μ, and typical deviation, σ, for the chosen fitness indexes and the 
traffic light video sequence. According to the authors in Manzanera & Richefeu (2007), 
parameter N=2 was recommended for the SD, SDSP and SDM algorithms. However, in our 
experiments N=4 performed slightly better in some videos. Therefore, both values have been 
considered for each one of the four sigma-delta alternatives. 
Results of the proposed sigma-delta algorithm with confidence measurement are clearly on 
top according to the fitness coefficients, both for N=2 and N=4. On the other hand, according 
to the fitness error coefficients, the proposed algorithm is significantly better than any of the 
other algorithms, featuring also a moderate typical deviation. 
 

SF SJ 0.5 (1+SY) E0.25 E0.50 E0.75 
Algorithm 

μ σ μ σ μ σ μ σ μ σ μ σ 

SD (N=2) 0,44 0,156 0,29 0,125 0,66 0,072 0,36 0,143 0,30 0,115 0,22 0,078 

SD (N=4) 0,59 0,172 0,44 0,161 0,87 0,062 0,45 0,152 0,36 0,124 0,26 0,087 

SDSP (N=2) 0,63 0,180 0,48 0,177 0,92 0,027 0,42 0,168 0,34 0,137 0,24 0,097 

SDSP (N=4) 0,56 0,185 0,41 0,167 0,94 0,018 0,50 0,151 0,41 0,123 0,29 0,087 

SDM (N=2) 0,42 0,160 0,28 0,126 0,66 0,075 0,40 0,141 0,33 0,114 0,24 0,078 

SDM (N=4) 0,55 0,169 0,40 0,153 0,87 0,064 0,49 0,142 0,40 0,116 0,28 0,082 

SDC (N=2) 0,83 0,031 0,72 0,045 0,92 0,025 0,16 0,032 0,13 0,026 0,09 0,018 

SDC (N=4) 0,83 0,034 0,70 0,048 0,95 0,016 0,21 0,044 0,17 0,036 0,12 0,025 

Table 5. Quantitative evaluation of the foreground segmentation for the traffic-light 
sequence. 

4. Hardware implementation 
Embedded multimedia processors are expected to be on the basis of future ITS electronic 
equipments (Barrero et al., 2010). From a hardware point of view, a RISC processor is the 
core component of the multimedia processor. They can easily support an operating system 
for managing interfaces to communication channels like Ethernet and wireless devices, to 
massive storage devices like MMC/SD cards and USB pen drives, and to digital I/O or LCD 
screens. The multimedia processor also includes special support for video applications. 
From a software point of view, embedded processors can incorporate not only 
computational intensive algorithms to allow traffic parameter estimation or incident 
detection, but also standard communication protocols, interface to data storage media (USB, 
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MMC) and wireless connectivity (Bluetooth), FTP and SSH servers for software upgrading 
and a web server for remote configuration. Because of these complexities, it is advisable the 
use of an embedded operating system allowing the application programmers to focus on 
higher-level functionalities, like those based on artificial vision techniques. The selected 
operating system should support preemptive multitasking or multi-threading and device 
drivers for required connectivity. In this context, RISC processors are especially well suited 
for running such an operating system, offering a large spectrum of choices, both open 
source or proprietary. 
A prototype based on the Freescale i.MX21 multimedia processor has been developed to deal 
with the computer vision functionality as well as the multimedia and networking 
capabilities (Fig. 5). The i.MX21 processor includes an ARM926EJ-S core, operating at 266 
MHz. On-chip modules include LCD and memory card/secure digital controllers 
(MMC/SD), serial port controller (USB OTG), CMOS sensor interface, and enhanced 
MultiMedia Accelerator (eMMA), which consists of a video Pre-processor (PrP) unit, an 
Encoder (ENC) and a Decoder (DEC) module, and a Post-processor (PP) unit. MPEG-4 and 
H.263 protocols are supported as well as real-time encoding/decoding of images from 
32×32 pixels up to CIF format at 30 frames per second. The PrP resizes input frames from 
memory or from the CMOS sensor interface, and performs color space conversion. The PP 
module takes raw images from memory and performs additional processing to de-block, de-
ring, resize, and color space conversion on the decoded frames for MPEG-4 video streaming. 
The prototype board is also provided with mini USB and SD card connector, RJ45 Ethernet 
connector, Bluetooth expansion connector, and a coaxial connector, which provides the 
analog signal to a video decoder chip. 
 

 
Fig. 5. Hardware prototype. 

Although a multitude of embedded operating systems are currently available (Wind River’s 
VxWorks, Microsoft Windows CE, QNX Neutrino, etc), Linux is firmly in first place as the 
operating system of choice for smart gadgets and embedded systems (Toral et al., 2009c). All 
embedded operating systems require a considerable effort of customization, because they 
incorporate a wider variety of input/output devices than typical desktop computers. As a 
consequence, it is necessary to adapt the operating system to the particular features of the 
selected processor. Fortunately, Linux comes under a GPL license and the community of 
support around Linux ports are of great help during the customization task. Linux runs on 
multiple embedded architectures, but ARM and PowerPC are the best supported 
processors. Besides, Linux support multitasking/multithreading, allowing several processes 
and services running in concurrent operation. In the proposed application, the i.MX21 video 
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processor is running under ARM Linux (kernel 2.4.20). The main process corresponds to the 
background model estimation, but several processes executing additional services are in 
concurrent operation: 
• A HTTP server for configuration and supervision purposes. 
• A Web command server module, in charge of processing specific requests from the 

configuration web page. 
• A SSH server for remote logging into the system. 
• A FTP server for upload and download operations. 
• A watchdog process for rebooting the system when a periodic signal is not received 

from the main process.  
• A video delivery process for video compression and delivery using an Ethernet 

interface. 
All the sigma-delta algorithms have been programmed using C++ programming language. 
Full resolution, gray-scale images 720x576 pixels are subsampled to resolution 360×288 
before being processed. Table 6 shows the time requirements of each one of the considered 
algorithms, while performing on a typical traffic sequence. 
Considering the average time or the effective velocity columns, the basic sigma-delta 
algorithm is the less time consuming, as expected, followed by the proposed algorithm. The 
multifrequency sigma-delta takes around 2.5 times more than the proposed algorithm, while 
the sigma-delta with spatio-temporal processing is about 13 times slower. On the other 
hand, regarding to the maximum cycle time, we can see that both, the multifrequency 
sigma-delta and the SDC algorithm, double their respective average times, while the sigma-
delta with spatio-temporal processing triplicate its average time in the worst case. 
Furthermore, the basic sigma-delta algorithm and the enhanced version with confidence 
measurement have the benefit of a much lower typical deviation in its cycle time.  
 

Algorithm Tmin (ms) Tmax (ms) Tmean (ms) Tdesv (ms) Speed (fps) 

SD (N=4) < 1 31 11,37 6,84 87,95 

SDSP (N=4) 218 1201 387,07 52,48 2,54 

SDM (N=4) 31 172 77,64 14,04 12,88 

SDC (N=4) 15 62 30,18 5,71 33,14 

Table 6. Time requirements of each algorithm. 

5. Applications 
The main process of the prototype corresponds to vision-based vehicle detection system. 
This detection relies on the so called detection areas. Each one of these areas or regions is a 
user-configurable polygon with an arbitrary shape or size, and an associated functionality. 
Three kinds of detection regions have been programmed: presence, directional and queue 
regions, allowing the estimation of useful traffic information. The functionality of these 
regions is clarified below: 
• Presence-detection regions. They may be considered as virtual loop detectors, quite 

similar to the traditional on-the-road loop detectors buried under the road surface 
(Michalopoulos, 1991). These non-invasive loop detectors generate a binary output 
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(vehicle presence or absence) depending on a configurable threshold, and incorporate a 
software vehicle counting functionality. 

• Directional-detection regions. The directional regions are also used for counting 
vehicles. Unlike the previous type, its goal is to estimate the vehicle running direction, 
checking how close it is to the configured direction associated to the region. Depending 
on the agreement of both directions, the vehicle is counted or ignored. This kind of 
regions is useful for selective vehicle counting in or near intersections, one-way 
violation detections or restricted turn infringements. 

• Queue-detection regions. The queue regions are intended to estimate vehicle queue 
length and queuing frequency, typically, in front of a traffic light. A binary output can 
be also associated with these regions, indicating whether the instantaneous queue 
length is above or below a configured threshold. 

This main process requires the complete configuration of the scene, which can be made via 
the HTTP server running in the multimedia processor. Fig. 6 illustrates one of the screens in 
the system’s configuration web page. 
 

 
Fig. 6. Equipment configuration web site. 

The image on the centre of the web page shows a snapshot of a video stream delivered by 
the real-time application. Several detection regions have been defined: two presence-
detection regions in yellow configured to count vehicles running on both lanes, one 
directional detection region in pink configured to count vehicles coming from the right side 
of the intersection, and two queue regions in blue in front of a traffic light. Associated to 
each detection area, both instantaneous and time-aggregated data can be obtained: 
• Presence-detection regions: occupancy and vehicle counting data during the 

aggregation period. The occupancy gives an estimation of the percentage of time the 
presence level is above the configured threshold (presence on). 
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• Directional-detection regions: directional vehicle counting data. 
• Queue-detection regions: queue counting data (number of times the queue has 

exceeded the configured threshold during the aggregation period), time ratio the queue 
is above the configured threshold (queue on) and average queue length. 

Instantaneous data overlaid on the real-time image (upper left corner of the image of Fig. 6), 
and produce digital outputs emulating traditional detectors. The aggregated data can be 
also recorded on a log file (which is updated at the end of each aggregation period), and 
then downloaded using the FTP server. 

6. Conclusion 
In this chapter, several background modelling techniques have been described, analyzed 
and tested. In particular, different algorithms based on sigma-delta filter have been 
considered due to their suitability for embedded systems, where computational limitations 
affect a real-time implementation. A qualitative and a quantitative comparison have been 
performed among the different algorithms. Obtained results show that the sigma-delta 
algorithm with confidence measurement exhibits the best performance in terms of 
adaptation to particular specificities of urban traffic scenes and in terms of computational 
requirements. A prototype based on an ARM processor has been implemented to test the 
different versions of the sigma-delta algorithm and to illustrate several applications related 
to vehicle traffic monitoring and implementation details. 
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1. Introduction  
Monitoring the actual state and tendencies of urban air quality and its forecasting plays an 
important role in the environmental and meteorological research of Hungary, since it is a 
key element of the urban life quality and health protection. After the change of the political 
system in 1990, with the modernization of the industry, road traffic became the most 
important pollution source: for example, the contribution of road traffic to the total air 
pollution in large and medium cities such as Budapest and Szeged is between 70 and 80%. 
Similarly to the common prediction of environmental and meteorological parameters, their 
measurements also constitute a closed system (Baklanov, 2006; Baklanov et al., 2006; Bozó et 
al., 2006a,b). The importance of regional and urban scale studies, environmental plans, 
impact assessments, statistical and dynamical modelling of air pollution and prediction of 
hazardous meteorological situations have grown significantly beside large- and meso-scale 
air quality modelling. 
The University of Szeged established its importance in the research of the urban heat island 
and the discovery of relations between meteorological parameters and air pollution (Makra 
et al., 2006a; 2006b; Unger & Pongrácz, 2008). In the scale dependent modelling of dispersion 
the Hungarian Meteorological Service, the Department of Meteorology at Eötvös Loránd 
University and the Department of Fluid Mechanics at Budapest University of Technology 
and Economics are the most important institutes (Steib & Labancz, 2005; Lovas et al., 2006; 
Steib et al., 2008; Balczó et al., 2009). 
Following the review of air quality research in Hungary, we introduce the national pollution 
monitoring network; afterwards we deal with the opportunity of urban air quality 
modelling. The correlation between urban air quality and the large-scale weather situations 
(macrocirculation patterns) in long term trends of the most important pollutants and road 
traffic emissions will be demonstrated through the example of Szeged. 
The city of Szeged (20°06' E; 46°15' N) is the largest town in southeast Hungary, and located 
at the confluence of the rivers Tisza and Maros. The built-up area covers a region of about 
46 km2 with 155,000 inhabitants. The major part of air pollution occurs in the urban area as a 
consequence of road traffic and heating (ca. 70% of dust is emitted on the roads). The 
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amount of pollutants emitted by industry or advected by continental or regional transport 
has been less significant. Traffic data includes traffic census, speed and vehicular emission 
data, while the meteorological data consists of (i) daily macrocirculation patterns, (ii) 
synoptic, road and urban meteorology data. The effects of traffic emissions on the ambient 
air quality in Szeged were evaluated using the CALINE4 and the CAR urban air pollution 
models. Both models are Gaussian type dispersion models specifically designed for the 
evaluation of air quality impacts of roadway projects. Each roadway link is treated as a 
separate emission source, producing a plume of pollutants which disperses downwind. Air 
pollution concentrations at any specific location are calculated using the total contribution 
from the overlapping pollution plumes originating from the sequence of roadway links. 
Both models had been run on realistic input parameters, regional and city background 
concentrations. Street geometry and traffic data for the period 1997–2008 at Szeged have 
been used. The annual mean concentrations on some major roads of the Szeged region 
clearly indicate the increase of CO levels and a much more definite increase of NO2 
concentrations between the beginning and end of the period examined. Model results have 
been compared to measurements showing good agreement with (i) slight overestimation of 
concentration due to the insufficient consideration of technological development of vehicles 
using the CAR model; (ii) remarkably higher vehicle-originated air pollution, as clearly 
indicated by the CALINE4 dispersion model. 

2. Urban and rural air quality research: a historical overview 
The atmospheric chemistry research and studies of urban air quality have a history of about 
one and a half century. The Institute of Public Health in Budapest was established by József 
Fodor in 1874. Similarly to the program of the French observatory in Montsouris, besides dust, 
measurement has been done for the assessment of carbon-dioxide, ozone and ammonia.  
Till the end of the 1930s, due to industrial activity and heating mostly based on burning 
brown coal with a high sulphur content, sulphur-dioxide became the most important 
pollutant, with mean annual concentrations higher than 2000 μg m–3 in the most polluted 
parts of the capital which decreased to 900 μg m–3 for industrial regions and 240 μg m–3 for 
the whole area of Budapest in the first part of the 1960s (Mórik, 1970). The annual 
concentrations of SO2 for Budapest and Szeged were 4.9 μg m–3 and 6.3 μg m–3, respectively, 
in 2009. This was the result of changing the system of heating and the structure of industry.  
The urban air quality monitoring system had been established by the end of the 1970s. 
Nowadays, pollutants of road traffic (e.g.: NOx, CO) have become dominant, but the dust 
and soot for Budapest and the dust for Szeged are also significant loads. 
The immission thresholds for the most important pollutants are presented in Table 1. The fact 
that Szeged has been pushed into the list of clean air cities, compared to other Hungarian 
towns with heavy industries in the second half of the 20th century, shows the change in the 
structure of industry and road traffic. Time variation of standard urban pollutant 
concentrations from 2002 based on measurements of the Hungarian Air Quality Network 
using data from all stations are shown in Table 2. No significant trend can be detected in the 
trace gas concentrations. The amounts of PM10 and PM2.5 are slightly decreased. 
Background air quality measurement and modelling are also the scope of meteorology. One 
of the most important trace gases is ozone. Historical ozone data sets are available from the 
mid 1800s for Buda and Szeged. The first attempts in atmospheric chemistry and 
atmospheric physics were made at the Main Meteorological and Geomagnetic Observatory 
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established in 1867 at Ó-Gyalla (today Hurbanovo, Slovakia). The almanacs of the 
observatory contained ozone measurements beside meteorological and geomagnetic data 
between 1893 and 1905 for day- and night-time on the 10-degree Schönbein scale.  
The chemical measurements of precipitation were initiated at the beginning of the 20th 
century. Comparing to data from the 1980s, Horváth (1983) pointed out that the 
anthropogenic emission of NOx, (burning of fossil fuels, emission from vehicles) had been 
markedly increasing since the beginning of the 20th century. The nitrate concentration 
measured in 1902 (0.13 mg N litre–1 in the precipitation) was only 15% of the level of the 
early 1980s (0.86 mg N litre–1). This value has been measured to be about 2.42 mg N litre–1 (at 
station K-puszta, Fig. 1) in 2009, a large increase.  
 

Highly Protected Protected I. Protected II. Air  
pollution 
[μg m–3] year 24 h 0.5 h Year 24 h 0.5 h Year 24 h 0.5 h 

SO2 30 100 150 70 150 500 150 500 1000 
CO 1000 2000 5000 2000 5000 10x103 5000 10x103 20x103 

NOx 30 70 85 100 150 200 150 200 400 
NO2 30 70 85 70 85 100 120 150 200 
Dust 30 60 100 50 100 200 100 200 300 
Dust 

deposition 
30 days: 12 g m–2 

year:    100 t km–2 
30 days: 16 g m–2 

Year:     120 t km–2 
30 days: 21 g m–2 

year :    150 t km–2 

Table 1. Immission concentration limits in Hungary 

Regular precipitation chemistry measurements were only initiated in 1965. The background 
concentrations of sulphur-dioxide and nitrogen-oxides have been measured since 1973. 
Currently, several background atmospheric precipitation chemistry and/or atmospheric 
pollution stations (Fig. 1) have been operating in Hungary (Haszpra et al, 2006; Weidinger et 
al., 2010). Only one of them, located at K-puszta, has an overall importance: it has been 
sending precipitation chemistry, trace gas, aerosol and heavy metal concentration 
measurement data to the EMEP (European Monitoring and Evaluation Programme) centre 
since its establishment in 1974 (Müller et al., 2007; Haszpra, 2008; Strategy for EMEP 2000–
2009). This station also yields background concentration data to the air quality 
measurements in Szeged. 
 

μg m–3 SO2 NO2 CO O3 PM10 PM2.5 
2002 5.5 35 551 24 28.4  
2003 10.3 46 646 44 27.6  
2004 7.8 43 565 43 25.3  
2005 8.1 44 859 43 29.3  
2006 8.8 42 776 44 29.3 21.1 
2007 7.4 37 608 50 26.8 17.6 
2008 7.2 35 452 51 20.3 14.2 
2009 6.1 34 433 46 25.4 16.6 

Table 2. Time variation of standard urban pollutant concentrations from 2002 based on 
measurements of the Hungarian Air Quality Network, annual averages include 
measurement results of all sites of the network, calculated by Lautner (2009). 
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Regulatory air pollution modelling has been carried out in Hungary since the early 1960s. 
Initially Gaussian puff models were used, in which stability categories and boundary layer 
depths were calculated. For the uniform application of transmission schemes the 
standardization of air quality models is crucial. This work ended in the early 1980s, when 
pollution of point, line and aerial sources were modelled. These models can be applied even 
in urban environments (Fekete et al., 1983; Gyöngyösi et al., 2009). The next step was the 
development of the Hungarian Standardized Model in the 1990s (HNS-TRANSMISSION). 
This Gaussian transmission model can consider contribution of up to 50 sources. It is 
suitable to describe transmission processes from local to regional scales including the effect 
of orography (Szepesi et al., 2005).  
The EPA AERMOD system has been implemented at the Hungarian Meteorological Service 
as a powerful tool for case study calculations (Steib, 2005). The development of a 
meteorological pre-processor for the model has also been performed. Several dispersion 
models have been applied in the urban environment in Hungary, such as ADAMS, 
AURORA, CAR, CALINE4, ISC3, MISCAM, among others, but even wind tunnel 
experiments have been performed and the FLUENT numerical solver has also been applied 
for urban air pollution research purposes. Several models of industrial accident risk 
assessment have been run. Input data for these models are yielded by the prediction system 
of the Hungarian Meteorological Service from the ALADIN and MM5 model outputs and 
the forecast datasets of the ECMWF centre (Hanna et al., 2001; Havasi & Zlatev, 2002; 
Moussiopoulos et al., 2003; Mensink et al., 2008; Kristóf et al., 2009; Mészáros et al., 2010). 
WRF, earlier the ETA numerical weather prediction model systems are also used for air 
pollution modelling purposes (Weidinger et al., 2006). 
Measurements of rural and urban air quality constitute a uniform system with 
meteorological information. The Hungarian Meteorological Service provides a complex 
database for rural and urban environmental and standard meteorological measurements. 
This job is performed by the Air Quality Reference Centre, which was established in 2009. 

3. The air pollution monitoring system in Hungary 
Currently, the existing network in Hungary comprises 37 fully automatic monitoring 
stations for which the Hungarian Meteorological Service (http://www.kvvm.hu/olm/) is 
responsible (data has been available since 1974). Station locations are shown in Fig. 1. 
Stations monitor air pollutants as well as meteorological parameters and are connected to a 
central automatic collection and processing unit. The monitoring network is operated, 
managed and maintained exclusively by the Hungarian Meteorological Service. All data 
collection, processing and maintenance operations are performed by the Hungarian Air 
Quality Network's (HAQN) officials and technical personnel. They are responsible for 
issuing short term emergency bulletins on days of high pollution levels and imposing 
various restrictive measures to limit the magnitude of pollution episodes. Long-term 
strategic policy planning and implementation of permanent measures are also the 
responsibility of HAQN. The assessment of air quality is based upon monitoring and 
modelling at different temporal and spatial scales for regulated components in Europe: PM10 
(and PM2.5), NO, NOX, NO2, CO, SO2, O3 and benzene. With manual sampling method at 199 
measuring points SO2 and NO2 measurements are carried out daily and collected weekly. At 
296 measuring points, dust deposition is detected on a monthly basis.  



Urban Air Quality and Road Traffic Air Pollution Modelling of Szeged   

 

65 

 
Fig. 1. Monitoring network of regional background air pollution (blue dots) and urban 
monitoring sites (red dots) in Hungary 

4. The variation of air pollution in terms of ozone concentration in the past 
century and a half 
Ozone, one of the most important trace gases in the atmosphere, was discovered by 
Christian Friedrich Schönbein (1799–1886) Professor of Chemistry at the University of Basel. 
It is a secondary pollutant, which means that it does not have direct sources near the 
surface. The level of ozone concentration was about 5 to 15 ppb (10 to 30 μg m–3) in the 
second half of the 19th century with a weak daily and annual variation. As a result of 
anthropogenic effects (caused mainly by road traffic), concentration values have since 
increased to double or triple that. Ozone is harmful to living tissues even at low 
concentrations. Humans have become adapted to this load (Möller, 1999), but its very high 
current concentration can no longer be tolerated. 
Ozone is generated by photochemical reactions of anthropogenic pollutants (eg. NO, NO2, 
CO, VOC) and natural organic compounds (isoprene). Another important source for 
tropospheric ozone is the down-mixing of stratospheric ozone during tropopause folding 
events. The near surface ozone concentration has a typical annual and daily variation. Its 
annual variation can be characterized by a summer maximum and winter minimum. A 
secondary maximum can occur during early spring due to the down-mixing of stratospheric 
ozone. The highest near surface concentrations may occur in the afternoon and early night 
hours. 
Let us now consider historical measurements (Fig. 2). Measurements of atmospheric ozone 
were made using Schönbein's method at more than 20 stations in the Habsburg Empire in 
the period 1853–1856, which resulted in the most detailed database ever made, in which 
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Fig. 2. Annual mean Schönbein numbers (top) and ozone concentrations (1 ppb ~ 2 μg m–3) 
at Szeged, Ó-Gyalla (presently in Slovakia: Hurbanovo) and Buda (bottom), respectively, for 
the period 1854–1905 (day-time, night-time and daily mean values)  
meteorological data are presented together with Schönbein numbers. In the territory of the 
Hungarian Kingdom ozone measurements were performed, inter alia, in Buda (its German 
name in the database: Ofen), Szeged (Szegedin), Selmecbánya (Schemnitz) and 
Besztercebánya (Neusohl). Long-term datasets from Buda (1871–1898) and Ó-Gyalla (1898–
1905) are also available in the archives of the Hungarian Meteorological Service and in the 
library of the Faculty of Science, Eötvös Loránd University (Weidinger et al., 2009). Ozone 
concentration has been determined following Pavelin et al., (1999), based on day-time and 
night-time Schönbein numbers and relative humidity data. 
Our results for Szeged, Buda and Ó-Gyalla, including annual average Schönbein numbers 
and ozone concentrations between the middle of the 19th century and the beginning of the 
20th century are presented in Fig. 2. The highest Schönbein number values and ozone 
concentrations were obtained for Ó-Gyalla and the lowest ones for Buda. There is a slight 
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Fig. 3. Annual mean ozone concentration in Budapest and Szeged (both urban) and  
K-puszta (rural) stations, 1990–2008 

 
Fig. 4. Time variation of the annual mean concentration of NO, NOx, O3 and Ox, 
respectively, at Szeged between 1997 and 2001 (Kiss et al., 2005)  

difference between the values measured at Buda and those measured at Szeged. No 
significant trend can be found in the data series at Buda, but the population and 
correspondingly economic potential of Budapest (after incorporating cities Óbuda, Buda 
and Pest in 1873, the name of the capital became Budapest) grew dramatically. Simultaneous 
measurements at Buda and Ó-Gyalla represent the difference between rural and urban 
environmental conditions. The course of annual means indicates an inter-annual variation of 
about 8–12 ppb (16–24 μg m–3) at Szeged and Buda, and about 12–14 ppb (24–28 μg m–3) at 
Ó-Gyalla. Ozone concentrations have been measured to be higher in the day-time and lower 
at night. The difference between day-time and night-time data is lowest in Szeged, and the 
highest (especially at the end of the considered period) in Buda and Ó-Gyalla, which can be 
explained by the effect of urbanization. 
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It is also obvious that values measured in Ó-Gyalla are higher than those in Buda within the 
same period. This highlights a phenomenon that has been experienced even today: in the 
clean air of remote sites, far from industrial pollution sources, higher ozone concentrations 
can be recorded due to the different vegetation. After performing a more detailed analysis of 
the data series from Buda, the day-time concentrations in spring and summer turned out to 
be usually higher than those at night, which shows the effect of photochemical processes. In 
autumn and winter, however, days with higher nocturnal concentration occur more 
frequently. A possible explanation is lower insolation, the effect of vegetation and coal 
heating. 
Comparing historical data to current measurements, the trend of the difference in the urban-
rural ozone concentration is becoming larger and larger; furthermore, an ever increasing 
difference can be observed between day-time and night-time concentrations as well. The 
role of photochemical processes has become more pronounced with the increase of the 
emission of nitrogen-oxides and other trace gases that are important in ozone generation 
(Bozó et al., 2006b). Daily variations are also increasing. 
The annual mean concentrations between 1990 and 2008 at Budapest, Szeged and K-puszta 
are shown in Fig. 3. Note that until 1998 the tendency was positive, while since 1999 
concentrations have been decreasing at all three stations. The data of Szeged fit the values of 
Budapest (urban stations). Current measurements indicate almost three times higher ozone 
concentrations compared to those in the 19th century. 
Anthropogenic effects and the increased photochemical processes exert substantial influence 
on the monthly values of O3, NO, NOx, Ox, respectively (Fig. 4). The primary reason for the 
growing ozone and Ox concentrations is the increasing density of road traffic (Makra et al., 
2003; Kiss et al., 2005). Ox is a measure of oxidant concentrations, represented by the sum of 
O3 and NO2 concentration contained in an air mass (after Warnek, 1999). It is more suitable 
for the assessment of the photochemical O3 budget than O3 alone, because it takes ozone-
related reversible chemical processes into account as well (Brönnimann & Neu, 1997; Mayer, 
1999). The annual course of ozone concentration is connected with the photochemical 
processes. These, along with road traffic emissions and turbulent mixing, explain the annual 
course of NO and NOx concentrations (maxima in winter, minima in summer). The shape of 
the annual course and the values of the trace gases examined (Fig. 4) have not changed 
during the last few years (see also Fig. 3 and Table 2).  

5. Dynamic and statistical modelling of urban air quality 
Air pollution levels depend on (i) total emissions, (ii) transport, (iii) chemical transformation 
phenomena, and (iv) deposition processes in the atmosphere. The complexity of the overall 
issue calls for the use of mathematical tools, the so-called air pollution models. There are a 
wide variety of model types available for use in air quality modelling.  
Air quality models can be classified with respect to the scale of the phenomena (see Fig. 5) 
they are developed to simulate. For urban areas we distinguish local scale models – which 
include street canyon models – from urban scale models. The model domain of a street 
canyon model is the size of a street. The obstacles (i.e., buildings) are resolved. The model 
domain of a local scale model is a town or city district (up to 10 km x 10 km). The 
phenomena that can be resolved by local scale models have to cover a lifetime of at least 
several minutes and a horizontal scale of several metres. Integration time for one-day 
simulation should be performed in a few hours. 
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Fig. 5. Spatial and temporal scales of air quality models based on Moussiopoulos et al. 
(2003). Resolution of CALINE4 and CAR traffic models is also indicated  

Urban scale and other larger scale models do not explicitly treat each building, but include 
the effect of them by using a corresponding roughness length. The model domain of an 
urban scale model is the size of an EU country or part of one (up to 500 km x 500 km). Urban 
scale models may be integrated for several days when using a nesting approach. They can 
resolve phenomena that have a characteristic time scale of more than 10 minutes and a 
characteristic horizontal scale of more than several hundreds of metres. The synoptic scale 
model domain covers the European-Atlantic region (5000 km x 5000 km) and the macro-
scale models have a model domain that covers part of the globe (larger than 5000 x 5000 
km2). 
Models can be generally divided into four categories, based on the methods used for the 
calculations: 1) statistical analysis models, 2) Gaussian models and 3) Lagrangian models. 
Most models, however, use an 4) Eulerian approach to calculate pollution transport. Some 
models may make use of more than one methodology and may fall into more than one 
category. 
1 Statistical 

Statistical models are based on relationships, usually originally founded in physical 
concepts, between observations and some other relevant parameters. There are a wide 
variety of statistical methods available including regression, neural networks, etc. that can 
be used. Since the relationships are based on observations, statistical models need to be 
established in each environment in which they are used. Statistical models simply require 
single-valued meteorological data extracted from a coupled meteorological model. They are 
not usually suitable for carrying out mitigation planning, as they do not causally relate 
emissions to concentrations. 
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2 Gaussian 

These types of models solve analytical equations that are usually approximations to the 
physical processes governing the chemistry and/or transport and diffusion. A typical 
example of this type is the Gaussian plume model, which assumes that turbulent dispersion 
can be described using a Gaussian distribution profile. These types of models are often used 
since they have been found under many circumstances to provide good estimates of 
concentrations from industrial or traffic sources. Other types of models that fall into this 
category are well-mixed box models or other non-Gaussian types that include higher order 
moments in their dispersion description. There are also a number of analytical models that 
may provide statistical assessments. Gaussian models used for screening applications for 
industries are often of this type. These models require meteorological data for a single point 
or possibly a vertical profile and the evaluation of the Monin-Obukhov turbulence scaling 
parameters. Even if the interface module computations required by the previous classes are 
quite limited, the extraction of three-dimensional meteorological data representative of 
conditions assumed to be uniform over the whole urban area is quite critical, especially for 
large cities located in complex terrain. 
3 Lagrangian 

Lagrangian models can refer to a wide variety of models but they all encapsulate the 
concept that the model describes, or utilizes, trajectories of single or multiple particles as the 
reference frame for the model. These models need: 3D fields of average quantities like wind, 
temperature, humidity and possibly turbulent kinetic energy; 2D surface fields like 
precipitation, sensible heat flux, friction velocity and Monin-Obukhov length; 3D turbulence 
fields, like wind variances and Lagrangian time scales, that have to be evaluated from mean 
variables or reconstructed from boundary layer scaling parameters. 
The chemistry models applied range from no chemistry via simple gas-phase chemistry 
considering NO, NO2 and O3, to complex gas phase reaction schemes. Aerosols are mostly 
treated as being passive but some steps are taken to consider chemically active aerosol or 
aqueous phase chemistry. Most models use a resistance model for calculating dry 
deposition, but only very few models consider wet deposition for different pollutants. 
4 Eulerian 

Eulerian models are the most widely used models for urban and regional scale applications. 
Equations of motion, chemistry and other physical processes are solved at regular fixed 
points in space. The Eulerian grid can be, as for regional scale models, based on geographic 
coordinates such as latitude and longitude, or on local coordinates for distance. For urban 
scale applications, grid sizes are generally in the range of 1–5 km and for regional scale 
applications the range is 10–50 km. High resolution Eulerian models are also available, 
which can solve the equations of motion down to metre-scale, or even less. These types of 
models, Large Eddy Simulation (LES) or Computational Fluid Dynamics (CFD) models, can 
resolve buildings and other obstacles and allow a level of detail at hot-spots that cannot be 
achieved using the larger meso-scale models. 3D Eulerian models need the 3D average 
meteorological fields. The Eulerian horizontal and vertical dispersion coefficients (KH, KZ) 
produced by numerical weather prediction models can be directly used in these models. 
Nevertheless this practice is not always possible or advisable, and therefore the interfaces 
for Eulerian models are usually implemented with capabilities to re-compute turbulence 
parameters from mean meteorological variables and scaling parameters. 
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Though the European Air Quality Directives do not specify any selection criteria among air 
pollution transport models other than the quality objectives, it is understood that some 
models are more suitable than others for the assessment applications. All types of models 
are presently used for air quality management and forecasting in urban areas at European 
cities. The latest-generation steady-state models (Helsinki and Bologna) and Eulerian 
Chemical Transport Models (Budapest, Oslo, Turin, London and Castellon/Valencia) have 
been implemented into the respective air quality forecasting systems, while Lagrangian 
models are used for emergency preparedness systems (Copenhagen). 
The regulatory line source models can be broadly classified as Gaussian, Eulerian or 
Lagrangian models. Lagrangian dispersion models (like GRAL) have become increasingly 
more feasible, due to the advances in computer technology (Oettl et al., 2001a). Computations 
using Lagrangian dispersion models are still limited by computing capacity usually available 
for regulatory dispersion studies. The ROADWAY (Eskridge & Catalano, 1987) and MGO 
(Berlyand et al., 1990) models are based on a K-theory (Eulerian) approach. An obvious 
advantage of the K-theory models is that they can readily include the interaction of diffusion 
processes and chemical transformation. Both Eulerian and Lagrangian models are less limited 
by topographical and meteorological conditions than Gaussian plume models (Oettl et al., 
2001b). Different versions of the Gaussian line source model have been used for dispersion 
evaluations from a road. Such models include HIWAY-2 (Petersen, 1980), CALINE4 (Benson, 
1986 and 1992), GM (Chock, 1978), GFLSM (Luhar & Patil, 1989) and OMG (Kono & Ito, 1990). 

6. Urban climate and urban air quality research in Szeged 
6.1 Geographical location and air quality conditions of Szeged 
The city of Szeged, the largest town in southeast Hungary, (20°06' E; 46°15' N) is located at 
the confluence of the rivers Tisza and Maros, characterized by a landscape of extensive flats 
and an elevation of 79 m a.s.l. (Figs. 6–7). Szeged and its surroundings are not only 
characterized by extensive lowlands but the city also has the lowest elevation of any city in 
the Carpathian Basin, putting it in a special, so-called “basin-in-abasin“ or “double basin” 
situation. This special situation is also favourable to the development of stronger 
anticyclonic situations, enabling the enrichment of pollutants in the air. 
In a detailed analysis, Szeged was ranked 32nd out of 88 Hungarian cities by the quality of its 
environment and its level of environmental awareness. [The city ranked 1st was considered 
to have the best environmental conditions (Makra et al., 2002).]  
The air quality of Szeged is basically determined by nitrogen oxides (NOx) (Fig. 4), ozone 
(O3) (Fig. 4) and particulate matter (PM10) (Fig. 8). The concentrations of these parameters 
tend to exceed the air quality limit values of EU standards (Fig. 4 and Fig. 8). [The daily (24-
hour) concentration of particulate matter in few cases is 11–19 times higher, while its annual 
concentration is twice the EU standard (highly protected area).] The high concentrations of 
particulate matter are closely correlated to the development of respiratory diseases. The 
annual trends of the air pollutant levels follow a unimodal distribution. The concentrations 
of NO, NO2 and PM10 are characterized by summer maxima and winter minima. At the 
same time, ozone reaches its maximum in the summer, in accordance with the annual 
change of irradiation (Makra & Horváth, 2001; Makra et al., 2001a; 2001b; Mohl et al., 2002; 
Mayer et al., 2004). 
About 50% of the particulate matter comes from the region northwest of Szeged covered by 
shifting sands, loess and sandy ridges. At the same time, the industrial district is found at  
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Fig. 6. The geographical position of Szeged, Hungary and types of built-up areas of the city 
(top left) [a: city centre (2–4-storey buildings); b: housing estates with prefabricated concrete 
slabs (5–10-storey buildings); c: detached houses (1–2-storey buildings); d: industrial areas; 
e: green areas; (1): monitoring station]  
 

 
Fig. 7. Instruments of the monitoring station. Measurement program: O3, NO, NO2, SO2, CO, 
PM10 and standard meteorological measurements (temperature, relative humidity, wind 
speed and direction, global radiation and precipitation) 
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Fig. 8. Average annual variations of PM10, monitoring station, Szeged, 1997-2001 

the northwest part of the town. Hence, the dominant north-westerlies transport particulate 
matter as well as pollutants of industrial origin over Szeged. The rest of PM10 originates in 
traffic. Particulates are produced partly by vehicle engines and partly by air currents when 
passing vehicles churn dust into the air (Mohl et al., 2002).  
Another serious environmental health problem arises during late summer and early autumn 
caused by the pollen of ragweed with mugwort leaves or short ragweed (Ambrosia 
artemisiifolia = Ambrosia elatior), considered the most dangerous of all pollens. The annual 
pollen counts of ragweed in Szeged are one or two orders of magnitude higher than those in 
other European cities. Hence, in this respect, Szeged is considered one of the most polluted 
cities in the continent (Makra et al., 2004; 2005).  
The objectives of this section are: (i) to determine the typical diurnal, weekly and annual 
variations of traffic-related air pollutants NO, NO2, O3, Ox and PM10 in Szeged, (ii) to 
determine statistical interrelationships of these air pollutants, furthermore, (iii) as a case study, 
to analyse their connection to meteorological elements for Szeged, by using the dataset of self-
performed traffic census. On the basis of these datasets we analyse the interrelationship of 
traffic density, pollutant levels and meteorological elements. Further points of the analysis are 
evaluating the air quality of Szeged using different indices, comparison of pollutant 
characteristics on weekdays vs. non-weekdays, expressing the efficacy of classifying air 
pollutants on objective and subjective weather types, expressing the role of the meteorological 
elements in enriching/diluting pollutant concentrations and modelling the air quality of 
Szeged by applying CALINE4 and CAR models and comparing their results. 

6.2 Location of the monitoring station and the database 
The monitoring station is located in downtown Szeged in a crossroad with heavy traffic 
(Kossuth Avenue and Damjanich Street), about 15 m distance from Kossuth Avenue and ca. 
30 m away from the road axis. This is one of the busiest crossroads of Szeged. The 
monitoring station was put into operation on September 1, 1996. Sensors, measuring 
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concentrations of air pollutants, are placed 3 m above the surface. Values of the 
meteorological elements and concentrations of the main air pollutants (CO, NO, NO2, SO2, 
O3 and PM10) are measured at the monitoring station (Fig. 7).  
The following meteorological and pollution parameters are used in the study. The 
12 meteorological parameters used are as follows: mean temperature (Tmean, °C), maximum 
temperature (Tmax, °C), minimum temperature (Tmin, °C), daily temperature range 
(ΔT = Tmax – Tmin, °C), wind speed (WS, m s–1), relative humidity (RH, %), irradiance 
(I, MJ m–2 day–1), saturation vapour pressure (E, mm Hg), water vapour pressure 
(VP, mm Hg), potential evaporation (PE, mm), dew point temperature (Td, °C) and 
atmospheric pressure (P, mm Hg). The 8 pollution parameters considered are the average 
diurnal mass concentrations of the following pollutants: CO (μg m–3); NO (μg m–3), 
NO2 (μg m–3), SO2 (μg m–3), O3 (μg m–3) and PM10 (μg m–3) as well as the daily ratios of 
NO2/NO and the daily maximum concentrations of O3 (μg m–3).  

6.3 Results 
Comparison of the annual variation of the pollutant concentrations and its effect on 
variability 
The diurnal concentrations of NO display a clear annual variation, while those of NO2 and 
PM10 indicate less definite variation with much higher fluctuation. However, annual 
variations for all three are characterized by winter maxima and summer minima. In contrast, 
the diurnal concentrations of O3 with a clear annual variation have a winter minimum and a 
summer maximum.  
The average weekly variations of the air pollutants, after the annual variation had been 
removed, were also determined. The highest concentrations are observed in winter and the 
lowest ones in summer. On the other hand, the varitation of O3 concentrations has weekday 
minima and weekend maxima. On weekdays the concentration of traffic-related NO is high. 
After reacting with O3, its concentration decreases: 

3 2 2NO+O NO +O⎯⎯→ . 

Conversely, at the weekend, the concentration of O3 is high, due to the relatively low traffic.  
Fig. 4 represents the average annual variations of NO, NO2, O3 and Ox. The annual variation 
of the primary air pollutant NO displays the greatest values in November, December and 
January, with a maximum in February (Fig. 4). As the NO concentration depends not only 
on the rate of emission, but on the prevailing weather conditions as well, higher winter 
values refer to atmospheric stability with frequent inversions. The average annual variation 
of NO has the lowest values during the summer (June and July), when air mass exchange is 
the most intensive. The annual variation of NO2, a secondary substance produced mainly by 
chemical reactions, follows a similar course to that of NO (Fig. 4). Tropospheric ozone is 
produced via the effect of short-wave radiation on substances emitted from anthropogenic 
sources. The role of solar radiation in the troposphere, producing photochemical O3, can be 
expressed by the following pair of chemical equations:  

2NO NO Ohν+ ⎯⎯→ + , 

2 3O O OM M+ + ⎯⎯→ + , 
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(h: Planck-constant; ν: frequency of irradiance; M: usually a molecule of O2 or N2) (Sindosi et 
al, 2003). [Simple chemical reactions influence daily variations of NO, NO2 and O3.] 
Consequently, the average annual variation of O3, together with that of Ox, has the greatest 
values in the summer (June and July) (Fig. 4) (Makra et al, 2001a). In Szeged, the average 
annual variation of PM10 has the greatest values in November, December and January and 
the lowest ones in the summer months (Fig. 8). Stable anticyclonic weather situations favour 
accumulation of pollutants. The lowest values during the summer (June, July, August and 
September) can be explained by dilution caused by intensive vertical exchange in the 
atmosphere (Fig. 8) (Makra et al., 2001a; Makra, 2005; Makra et al., 2010).  

Weekly and diurnal variations of the pollutant concentrations 
The diurnal variations of NO and NO2 have the shape of a double wave, with bigger 
amplitudes for NO than for NO2 (Fig. 9a). Due to the traffic density, the concentration of NO 
is relatively higher on weekdays than on weekends. This effect can also be observed for the 
secondary substance NO2. The average diurnal variations on weekdays are greater for NO 
than for NO2, because NO2 has a longer lifetime than the more reactive NO (Fig. 9a). 
Generally, the NO concentrations are higher in the morning than in the evening. This can be 
explained by the fact that in the morning the rush hour is shorter, and the atmosphere near 
the surface is more stable than in the evening. The low NO concentrations early in the 
afternoon result mainly from the reduction of O3 by NO. A maximum takes place in the 
early afternoon caused by photochemical O3 formation, while a minimum occurs after 
midnight. On the basis of its definition, the diurnal variation of Ox is similar to that of O3 
(Fig. 9a). On weekends the average O3 maximum values are higher than on weekdays, but 
this is not valid for Ox (Makra et al., 2001a; 2010).  
The weekly and diurnal variations of PM10 have the shapes of double waves (Fig. 9b). Both 
primary and secondary maxima can be observed during peak hours and, in the same way, 
primary and secondary minima occur when traffic is the lowest (at night) or is decreasing 
(around midday). Also, due to the dense traffic, the concentrations of PM10 is relatively 
higher on weekdays and lower at weekends (Fig. 9b).  

Air quality of Szeged based on different indices 
Standards for the assessment of single air pollutants exist in almost every country of the 
world, e.g. in EU directives. However, these standards are insufficient in view of the 
persistent demands (e.g. from planners) for the assessment of air quality as a whole, which 
is not limited to a single air pollutant. Therefore, indices on the basis of routinely monitored 
air pollutants were developed. The indices represented here are only statistical and have no 
direct relation to the well-being and health of human beings. They indicate mainly the 
content of air pollution in the ambient air and are therefore called air stress indices ASI 
(Mayer et al., 2002b). They can be calculated according to the following formulae: 
Planning-related air stress index ASI1 for mean stress, developed by the Office of 
Environmental Protection, Division of Urban Climate, City of Stuttgart, Germany: 

102 2
1 –3 –3 –3 –3

(PM )1 (SO ) (NO ) (benzene)ASI
4 20μg m 40 μg m 40μg m 5μg m

CC C C= + + +
⎛ ⎞

∗ ⎜ ⎟⎜ ⎟
⎝ ⎠

, 

C: arithmetical annual mean values (µg m–3); reference values (denominators of the addable 
sums): air pollutant specific EU standards (Mayer et al., 2002b).  
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Fig. 9. Average weekly and diurnal variations of NO, NO2, O3, Ox (a) and PM10 (b), 
monitoring station, Szeged, 1997–2001 
Planning-related air stress index ASI2 for short-term stress, developed by the Office of 
Environmental Protection, Division of Urban Climate, City of Stuttgart, Germany: 

102 2
2

(PM )1 (SO ) (NO ) (CO)ASI
4 24 18 35 1

NN N N= + + +⎛ ⎞∗⎜ ⎟
⎝ ⎠

, 

N: number of cases per calendar year when air pollutant specific EU limit values are 
exceeded [SO2: 350 μg m–3 (1 h mean value), NO2: 200 μg m–3 (1 h mean value), 
PM10: 50 μg m–3 (daily mean value), CO: 10 mg m–3 (highest daily running 8 h mean value)] 
(Mayer et al., 2002b). 
A graded assessment scale (Table 3) is available for the air stress indices ASI1 and ASI2 
(Mayer et al., 2002b), which can for example serve as a basis for planning specific 
recommendations with respect to air quality. 
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ASI1: no single air pollutant exceeds the corresponding limit value 
ASI2: no single air pollutant shows a higher number of cases per calendar year when air pollutant 
specific limit values are exceeded 
level I very low air stress ASI1, ASI2 < 0.2 
level II low air stress 0.2 ≤ ASI1, ASI2 < 0.4 
level III moderate air stress 0.4 ≤ ASI1, ASI2 < 0.6 
level IV distinct air stress 0.6 ≤ ASI1, ASI2 < 0.8 
level V strong air stress ASI1, ASI2 ≥ 0.8 
ASI1: not less than one air pollutant exceeds the corresponding limit value 
ASI2: not less than one air pollutant shows a higher number of cases per calendar year when air 
pollutant specific limit values are exceeded  
level VI extreme air stress independent of ASI1 and ASI2 

Table 3. Assessment of air quality conditions on the basis of ASI1 and ASI2 (Mayer et al., 
2002b) 
Considering only values of either ASI1, or ASI2, the air quality of Szeged can be 
characterized by strong air stress (level V) in each examined year. For further analysis (Table 
3): on the one hand, concentration of PM10 (considered for calculation of ASI1) exceeds its 
limit value in each of the five years; on the other hand, both for PM10 and CO the number of 
actual times specific limit values were exceeded (considered for calculation of ASI2) is 
several times higher than that of the limits in all five years. Consequently, independently of 
the actual values of either ASI1 or ASI2, the air quality of Szeged can be characterized by 
extreme air stress (level VI) (Table 3). 
Air stress index ASISz on a daily basis, developed by the Federal State Institute for 
Environmental Protection Baden-Wuerttemberg, Karlsruhe, Germany: 

3 102 2
Sz –3 –3 –3 –3 –3

(O ) (PM )(SO ) (CO) (NO )ASI
350μg m 10mg m 200μg m 180μg m 50μg m

C CC C C= + + + + . 

Lower index Sz indicates datasets of Szeged, to which this air stress index is applied. C(SO2), 
C(NO2), and C(O3): highest daily 1 h mean values (µg m–3), C(CO): highest daily running 8 h 
mean value (mg m–3), C(PM10): daily mean value (µg m–3); limit values based on EU 
directives (Mayer et al., 2002b). 
ASISz classes and ranges are as follows: I: ASISz < 0.5; II: 0.5 ≤ ASISz < 1.1; III: 1.1 ≤ ASISz < 1.7; 
IV: 1.7 ≤ ASISz < 2.3; V: 2.3 ≤ ASISz < 2.9; VI: ASISz ≥ 2.9. 
Impact-related indices, which are called air quality indices, constitute the second group of 
indices for the assessment of the air quality effective complex. Such indices are very rare, 
because it is difficult to quantify the impacts of air pollutants on the well-being and health of 
human beings. The methodology of air quality indices is to assign concentrations of ambient 
air pollutants to different air pollutant specific ranges. The air quality index itself is represented 
by the highest index class among the considered air pollutants. The relation to the impact on 
human beings is given by different classified ranges of air pollutant concentrations, which 
are derived from epidemiological and toxicological investigations (Mayer et al., 2004). 
A new impact-related air quality index obtained on a daily basis and abbreviated as DAQx 
(Daily Air Quality Index) was recently developed and tested by the Meteorological Institute, 
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University of Freiburg, and the Research and Advisory Institute for Hazardous Substances, 
Freiburg, Germany (Mayer et al., 2002a; 2002b). DAQx considers the air pollutants SO2, CO, 
NO2, O3, and PM10. To enable a linear interpolation between index classes, DAQx is 
calculated for each air pollutant (x) by 

up low
low

DAQx DAQx
DAQx ( ) DAQxinst low

up low
= C C +

C C

⎡ ⎤⎛ ⎞−
⎢ ⎥⎜ ⎟ ∗ −
⎜ ⎟−⎢ ⎥⎝ ⎠⎣ ⎦

, 

with Cinst: highest daily 1 h concentration of SO2, NO2, and O3, highest daily running 8 h 
mean concentration of CO, and mean daily concentration of PM10; Cup: upper threshold of 
specific air pollutant concentration range; Clow: lower threshold of specific air pollutant 
concentration range; DAQxup: index value according to Cup; DAQxlow: index value according 
to Clow (Mayer et al., 2004). 
 

SO2 
(µg m–³) 

CO 
(mg m–³) 

NO2 
(µg m–³) 

O3 
(µg m–³) 

PM10 
(µg m–³) 

DAQx 
value 

DAQx
class Classification 

0–  24 0.0–  0.9 0–  24 0– 32 0.0–  9.9 0.5–1.4 1 very good 
25–  49 1.0–  1.9 25–  49 33– 64 10.0–19.9 1.5–2.4 2 good 
50– 119 2.0–  3.9 50–  99 65–119 20.0–34.9 2.5–3.4 3 satisfactory 

120– 349 4.0–  9.9 100–199 120–179 35.0–49.9 3.5–4.4 4 sufficient 
350– 999 10.0–29.9 200–499 180–239 50.0–99.9 4.5–5.4 5 poor 
≥ 1000 ≥ 30.0 ≥ 500 ≥ 240 ≥ 100 ≥ 5.5 6 very poor 

Table 4. Assignment of ranges of specific air pollutant concentrations to DAQx values and 
DAQx classes inclusive of classification names according to school marks (Mayer et al., 
2002a; 2002b; 2004) 
To investigate the sensitivity of indices for the assessment of air quality conditions, 
frequency distributions for ASISz as an exponent of air stress indices and DAQx as an 
exponent of air quality indices were calculated for Szeged downtown. ASISz as well as 
DAQx are indices on a daily basis. Since ASISz has no relation to the impact on human 
beings, six classes were statistically defined on the results of five-year (1997–2001) daily 
values (Table 4) (Makra et al., 2003). 
The daily values of both ASISz air stress index and DAQx air quality index were calculated 
for the examined five-year period. Results are shown only for 2001 (Figs. 10–11). Empty 
sections on the figures indicate lack of data. ASISz values – exceeding level III – presenting 
increased air stress as well as peak values are concentrated in the winter half-year or in the 
winter months (Fig. 10). This can be explained by climatic reasons. The standard deviation 
of DAQx values is less than that of ASISz values. Peak values of DAQx are also concentrated 
in the winter half-year (Fig. 11); however, this is not as characteristic as in the case of ASISz 
values. The reason of this is that the vertical axis of the diagram for ASISz is linear, while that 
of the diagram for DAQx is not (Makra et al., 2003).  
Frequency distribution of ASISz and DAQx according to both classes and years are different. 
DAQx values indicate generally higher frequencies in levels IV and V; on the other hand, 
they are sparse in the remaining levels compared to the frequency distribution of ASISz 
values in levels I-VI (Fig. 12) (Makra et al., 2003; Mayer et al., 2004).  
CO and PM10 are mainly responsible for the frequency changes of DAQx classes (Fig. 13) 
(Makra et al., 2003; Mayer et al., 2004).  
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Fig. 10. Air stress index ASI for Szeged (ASISz) on a daily basis, for the days of year 2001 
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Fig. 11. Air quality index highest DAQx for Szeged on a daily basis, for the days of year 2001 
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Fig. 12. Frequency distribution of ASISz for Szeged, 1997–2001 
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Fig. 13. Frequency distribution of highest daily DAQx for Szeged, 1997–2001 
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Fig. 14. Frequency distribution of ASISz and highest daily DAQx values according to classes, 
with the ratio of the pollutants, 1997–2001 
Share of the different pollutants in ASISz and DAQx values (Fig. 14) can be clearly deduced 
by the formula of ASISz and the DAQx classes (Table 4), respectively. Analysis of both ASISz 
and DAQx values represents high pollution load of PM10 and carbon-monoxide. PM10 and 
CO several times exceeded their standards, substantially modifying the air quality of   
Szeged (Fig. 14). 

Statistical relationship between air pollution and meteorological parameters 
This section deals with the levels of air pollutants in Szeged in relation to Péczely’s weather 
types based on sea level pressure, subjectively defined over the Carpathian Basin (Péczely, 
1957). Specific large-scale weather situations both for winter and summer months were 
found to play a significant role in the pollutant concentrations in Szeged. Since no ozone 
parameters show significant Péczely’s inter–weather type differences in mean 
concentrations neither in the summer nor winter months, the secondary pollutants were 
omitted from further consideration.  
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On the basis of the mean values of the air pollutants for the days belonging to the 13 Péczely 
types and Péczely’s weather type – air pollution difference matrices, the following 
characteristics of their inter-relationships are observed. The short interpretation of the 13 
Péczely’s large-scale weather situations are indicated below Table 5.3 In the winter, types 9, 
12 and 11 are the most efficient in enriching the air pollutants, while (in decreasing order) 
types 11, 6 and 1 in diluting them. The dubious role of type 11 can probably be attributed to 
the fact that on the days belonging to this type substantially different wind speeds can 
occur. In the summer, the role of type 5 is exclusive (78.1%) in enriching the pollutants, at 
the same time types 2, 8, 1 and 11 are the most important in diluting them (Table 5).  
During the study period, the number of industries around and inside the city, as well as the 
number of cars, did not change substantially and therefore the emissions can be considered 
stable. Thus, the findings of this section record the influence of the atmospheric circulation 
in the air quality of Szeged relatively well. This would not be the case if some large 
industrial units had started or ceased operation in the neighbouring countries and thus the 
long-range transport of pollutants had modified the pre-existing atmospheric situation in 
Szeged; however, such great changes, according to our knowledge, did not occur during the 
study period.  
 

levels of the air pollutants in the pairwise comparisons of the Péczely-
types are 

1 enriched 2 diluted 
ranking % Ranking % 

Péczely-type 

winter summer winter summer winter summer winter summer 
1 (mCc) 6–10 2–3 2.0 6.3 3 3–4 13.2 12.9 
2 (AB) 6–10 7–13 2.0 0.0 4–5 1 11.3 35.5 
3 (CMc) 12–13 7–13 0.0 0.0 12–13 7–9 0.0 3.2 
4 (mCw) 6–10 7–13 2.0 0.0 4–5 7–9 11.3 3.2 
5 (Ae) 5 1 7.8 78.1 11 10–13 1.9 0.0 
6 (CMw) 4 4–6 9.8 3.1 2 5–6 17.0 6.5 
7 (zC) 12–13 7–13 0.0 0.0 7 10–13 5.7 0.0 
8 (Aw) 6–10 7–13 2.0 0.0 8–10 2 3.8 16.1 
9 (As) 1 4–6 31.4 3.1 8–10 10–13 3.8 0.0 
10 (An) 6–10 4–6 2.0 3.1 6 10–13 7.5 0.0 
11 (AF) 3 7–13 13.7 0.0 1 3–4 20.7 12.9 
12 (A) 2 2–3 25.5 6.3 8–10 7–9 3.8 3.2 
13 (C) 11 7–13 1.8 0.0 12–13 5–6 0.0 6.5 

Table 5. Ranking and ratio of the Péczely’s weather types in enrichment/dilution of the air 
pollutants, %, air pollutants are considered together, 1997–2001 
1(1 = most enriched;   13 = least enriched)  
 2(1 = most diluted;   13 = least diluted) 
3Type 1 (mCc): Hungary lies in the rear part of an East-European cyclone; Type 2 (AB): Anticyclone over 
the British Isles; Type 3 (CMc): Hungary lies in the rear part of a Mediterranean cyclone; Type 4 (mCw): 
Hungary lies in the fore part of a West-European cyclone; Type 5 (Ae): Anticyclone east of Hungary; 
Type 6 (CMw): Hungary lies in the fore part of a Mediterranean cyclone; Type 7 (zC): Zonal, cyclonic; 
Type 8 (Aw): Anticyclone extending from the west; Type 9 (As): Anticyclone south of Hungary; Type 10 
(An): Anticyclone north of Hungary; Type 11 (AF): Anticyclone over the Fennoscandinavian region; 
Type 12 (A): Anticyclone over the Carpathian Basin; Type 13 (C): Cyclone over the Carpathian Basin. 
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On the basis of previous works, connection of both the objectively determined air-mass 
types (Makra et al., 2006a; 2006b) and the subjectively defined Péczely’s weather types 
(Makra et al., 2007a; 2007b) on the one hand, and pollen grain and chemical pollutants 
concentrations in Szeged, on the other, detected that pollen and chemical pollutant levels 
can be associated to different pressure patterns ruling the region examined.  
When considering pollen release of the species considered in the pollination period, some 
objective and subjective weather types are favourable, while others are negligible in the 
classification of pollen levels. On the other hand, when analysing levels of the chemical 
pollutants: (1) objective types with anticyclonic character are mostly favourable both in 
winter and summer, while those with cyclonic character are mostly negligible in winter 
(Makra et al., 2006a); (2) Péczely’s anticyclonic types in winter are mostly favourable, while 
cyclonic ones are mostly negligible in classification of pollutant levels; at the same time, in 
the summer none of them is predominant (Makra et al., 2007a). Hence, while the objective 
weather types have a significant role, Péczely’s large-scale weather situations cannot be 
considered as an overall system in the categorization of pollutants concentrations. 
Accordingly, for the classification of pollen release of the species, neither the cyclonic nor 
the anticyclonic weather types show a clear character within the objective and the subjective 
weather classification systems. On the other hand, for classifying the chemical pollutants, 
the objective types with anticyclonic character are effective in both extreme seasons (Makra 
et al., 2006a), while Péczely’s cyclonic and anticyclonic types have an emphasized role only 
in winter, whereas they are inefficient in summer (Makra et al., 2007a).  
When disregarding anticyclonic and cyclonic character of the weather types and taking into 
account pairwise comparisons for each type, efficiency of the pollen related objective air mass 
types seems to be much higher than that of  Péczely’s weather types. Furthermore, the 
efficiency of the chemical pollutants related objective types seems to be significant in both 
seasons, while a substantial decrease of that can be observed for Péczely’s classification in the 
summer months. Hence, Péczely types seem practically useless in classifying air pollutants in 
summer. As a result of the above, the objective air mass types are more efficient than Péczely’s 
weather types in classifying either biological or chemical air pollutants and in addition can be 
used more efficiently in the air pollution forecast (Makra et al., 2009).  

7. The effect of traffic on air quality by applying CAR and CALINE4 dispersion 
models  
EU urban areas host 80% of the population and generate 75 to 85% of the gross national 
product. They play an essential role in the vitality and competitiveness of Europe. However, 
this vitality is today endangered by the impact of non-sustainable urban modes of transport. 
The use of private cars generates pollution, high energy consumption, noise, congestion and 
accidents. Reducing emissions, improving air quality, reducing accidents and congestion, 
reducing social deprivation, and thus increasing the quality of life in urban areas, requires a 
modal shift from private transport to public and sustainable transport. The aim of this 
section is to analyse how air pollution of vehicular traffic changed on the main roads of the 
Szeged region (Fig. 6, 21) in the period 1995–2008. 
Air pollutant concentrations were simulated using CALINE4 and CAR road traffic dispersion 
models. The spatial and temporal resolutions of both models are indicated in Fig 5. The main 
characteristics of the CAR model in comparison with those of the CALINE4 model are 
summarized in Table 6. For a more detailed description see Gyöngyösi, et al (2009). 
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 CAR CALINE4 

Type of application 

Air quality assessment 
Regulatory purposes and 

compliance 
Policy support 

Air quality assessment 

Model output Concentration Concentration 
Type air pollution 
source Traffic emissions (line source) Traffic emissions (line source) 

Release type Continuous release without 
interruption 

Continuous release without 
interruption 

Spatial scale of 
model Local (up to 30 km) Local (up to 30 km) 

Form of release 
Carbon monoxide (CO) 
Nitrogen oxides (NOx) 

Lead (Pb) 

Carbon monoxide (CO) 
Nitrogen oxide (NOx) 

benzene (VOCs and TSP) 
Type of model statistical Gaussian 

Duration of validity annual average annual average 
1 to 24 hours percentiles 

Computer platform PC PC 

Table 6. Comparison of the main characteristics of the CALINE4 and CAR road traffic 
models 

7.1 Description of the CALINE4 model 
CALINE4 is a fourth generation line source air quality dispersion model developed by the 
California Department of Transportation. It is based on “Gaussian” and “Fickian” diffusion 
equations and employs a mixing zone concept to characterize pollutant dispersion over the 
roadway. A fairly extensive evaluation of the line source dispersion model CALINE4 was 
performed by Benson (1992).  
The purpose of the model is to assess air quality impacts near transportation facilities, in 
other words to predict air pollution concentrations near roadways. Given source strength, 
meteorology and site geometry, CALINE4 can reliably predict pollutant concentrations for a 
receptor located within 150 metres of roadways and can be used with reliability until within 
500 m of roadways. In addition to predicting concentrations of relatively inert pollutants 
such as carbon monoxide (CO), the model can predict nitrogen dioxide (NO2) and 
suspended particle concentrations. It also has special options for modelling air quality near 
intersections, street canyons and parking facilities.  
The equation below shows the Gaussian diffusion equation for line sources, including 
reflection, for a differential highway length with uniform source strength. 

2 2 2

2 2 2
d ( ) ( )d exp exp exp

2π 2 2 2y z y z z

q y y z H z HC
uσ σ σ σ σ

⎛ ⎞⎛ ⎞ ⎧ ⎫⎛ ⎞ ⎛ ⎞⋅ − − − − +⎪ ⎪⎜ ⎟⎜ ⎟= +⎜ ⎟ ⎜ ⎟⎨ ⎬⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎪ ⎪⎝ ⎠ ⎝ ⎠⎩ ⎭⎝ ⎠⎝ ⎠
, 

where: 
dC: incremental concentration (μg m–3), 
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q: Uniform lineal source strength (μg s–1 m–1), 
dy: differential highway length with uniform source strength (m), 
u: wind speed (m s–1), 
z: receptor height (m), 
H: source height (m), 
σy, σz: are horizontal and vertical dispersion parameters, respectively (m). 
 

 
Fig. 15. Calculation of emissions in the CALINE4 model (Benson, 1992)  
 

 
Fig. 16. Application of a Gaussian plume for road segments (Benson, 1992)  
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Parameters  Unit 
  
I. Meteorological parameters  
air temperature °C 
wind speed m s–1 

wind direction degree 
standard deviation of the wind direction degree 
atmospheric stability A – G 
height of the mixing layer m 
aerodynamic roughness cm 
  
II. Characteristics of the road   
traffic density  vehicle / hour 
emission factor g / vehicle mile 
height of the road m 
width of the road m 
  
III. Position of the receptors  
x coordinate m 
y coordinate m 
z coordinate m 

Table 7. Input parametres of CALINE4 model 
CALINE4 divides individual highway links into a series of elements from which 
incremental concentrations are computed and then summed to form a total concentration 
estimate for a particular receptor location (Figs. 15–16). Each segment of a roadway link is 
treated as a separate emission source producing a plume of pollutants which disperses 
downwind. Pollutant concentrations at any specific location are calculated using the total 
contribution from overlapping pollution plumes originating from the sequence of roadway 
segments (Figs. 15–16). 
Downwind concentrations from the element are modelled using the crosswind FLS (Finite 
Line Source) Gaussian formulation, but σy and σz are modified to consider the mechanical 
turbulence created by moving vehicles and the thermal turbulence generated by hot vehicle 
exhaust over the highway (Fig. 17).  
CALINE4 treats the region directly over the highway as a zone of uniform emissions and 
turbulence. This is designated as the mixing zone (Fig. 17), and is defined as the region over 
the travelled way (traffic lanes not including shoulders) plus three metres on either side. The 
additional width accounts for the initial horizontal dispersion imparted to pollutants by the 
vehicle wake. Within the mixing zone, the mechanical turbulence created by moving 
vehicles and the thermal turbulence created by hot vehicle exhaust are assumed to be the 
dominant depressive mechanisms (Fig. 17). In CALINE4, a computational scheme called the 
Discrete Parcel Method (Benson, 1984) is used to model NO2 concentrations. The Discrete 
Parcel Method fixes the initial mixing zone concentrations of the reactants on the basis of  
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Fig. 17. Mixing zone concept in CALINE4 (Benson, 1992)  
ambient and vehicular contributions. Input values required by CALINE4 to compute the 
pollutant dispersion include: link geometry (highway), link activity (traffic, emission), run 
conditions and receptor locations. Table 7 shows a complete list of all input parameters. 
Furthermore, Table 8 is intended to help the user assign proper and realistic values to the 
input variables used by the model. The limits of different CALINE4 input variables are also 
involved.  

Input requirements 
The Gaussian formulation used is based on two somewhat restrictive assumptions: 1) 
horizontally homogeneous wind flow; 2) steady-state meteorological conditions. For these 
reasons CALINE4 needs a simple orography.  
There are some drawbacks, however, to this model: Since it is a Gaussian dispersion model 
and uses modified Gaussian dispersion parameters (σy and σz) which are fairly accurate 
only up to a distance of 10 km, it is important that no road links should exceed 10 km in 
length. The model also specifies that in a single run, the total number of links should not be 
more than 20. A required parameter from the run options is wind speed. The model can 
handle only wind speeds exceeding 0.5 m s–1. For each receptor (maximum number of 
receptors is 20), inputs are required for coordinates x, y and height (z). The user must also 
define CO emission factors for each roadway link.  

7.2 Results from the CALINE4 model 
Annual mean concentrations, as means of all receptors for both CO (Fig. 18a) and NO2 (Fig. 
18b) on the major roads of the Szeged region modelled at a height of one metre, show clearly 
increasing trends. Annual mean CO and NO2 concentrations on some major roads of the 
Szeged region, considered on a function of the receptors, indicate higher values in the 
downtown and lower ones towards the outskirts. Furthermore, they show partly slight (CO) 
and partly definite (NO2) increasing trends (Figs. 18a–18b). Annual mean CO (Figs. 19a–19b) 
and NO2 (Figs. 20a–20b) concentrations on the major roads of Szeged region are calculated 
using the CALINE4 model for each year in the period 1995–2007. However, CO and NO2 
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 Variable  Suggested / 
mandatory limits Comments  

Surface  
Roughness (z0) 

3 ≤ z0 ≤ 400 cm 15% of average canopy height 

Settling Velocity (Vs) Vs ≥ 0 
5 22.98 10 arVs D= ⋅ ⋅ ;  2

arD = 
aerodynamic resistance diameter (cm) 

Deposition  
Velocity (Vd) Vd ≥ 0  

Intersection  
Traffic Parameters 
(Various) 

 Traffic assumed to flow from link endpoint 1 to 
link endpoint 2. 

Wind Speed (V) V ≥ 0.5 m s–1 

Measure at 5 to 10 m or assume worst case. 
For localized sources and nearby receptors,  
wind speeds measured at lower elevations (5 m) 
desirable. For more diffuse sources and distant 
receptors, 10 m height more appropriate.  

Stability Class  
(CLAS) 1 ≤ CLAS ≤ 7 Golder (1972), Turner (1964), or assume worst 

case. 
Directional  
Variability  
(SIGTH) 

5° ≤ SIGTH ≤ 60° Measure at 4 m to 10 m or assume worst case.  

Mixing Height  
(MIXH) 

MIXH ≥ 5 m 
(Note: 
MIXH ≥ 1000 m 
deactivates this 
algorithm) 

0

0.185
ln( / )

VMIXH
z z f

κ⋅ ⋅
=

⋅
 

V = wind speed (m s–1) 
z = height V measured at (m) 
z0 = surface roughness (m) 
κ = von Kárman constant (0.35) 
f = Coriolis parameter 

Temperature  
(TEMP)  January mean minimum plus time period 

adjustment 
Photolysis Rate  
(KR) KR ≥ 0  

Wind Direction  
(BRG) 0° ≤ BRG ≤ 360° Wind azimuth bearing measured relative to 

positive y-axis. 
Mixing Zone  
Width (W) W ≥ 10 m Minimum of 1 lane plus 3 m per side (exception: 

parking lot link) 

Link Length (LL) W ≤ LL ≤ 10 km 

Link length needs to be greater than or equal to the 
mixing zone width for proper element resolution 
and less than 10 km to stay within the range of 
validity for the vertical dispersion algorithm.  

Source Height (H) -10 ≤ H ≤ 10 m Limits of verified model performance.  

Receptor Height (Z) Z ≥ 0 For depressed sections Z ≥ H (where H is negative) 
is permitted for receptors within the section.  

Mixing Width 
(MIXWR, MIXWL) 

MIXWR ≥ W/2, 
MIXWL ≥ W/2 

An assigned value of zero is interpreted as no 
horizontal obstruction. Right (R) and left (L) 
determination made facing link endpoint 2.  

Table 8. Different CALINE4 input variables and their limits 
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Fig. 18a. Annual mean CO concentrations in ppm (h = 1 m) , as means of all the receptors, on 
the major roads of the Szeged region (see the map in Fig. 21), 1 ppm CO ~ 1,15 mg m–3 CO 
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Fig. 18b. Annual mean NO2 concentrations, as means  of all the receptors, on the major roads 
of the Szeged region, ppm (h = 1 m),  1 ppm NO2 ~ 1,9 mg m–3 NO2 

loads for the starting year (1995) and years 2006 and 2007 are only analysed. The annual 
mean concentrations clearly indicate the increase of CO levels and a much more definite 
increase of NO2 concentrations from the beginning till the end of the period examined. The 
difference of the concentrations is especially striking for years 2006 and 2007 (Figs. 19a–19b; 
Figs. 20a–20b). This is related to the highly increased transit transport through Szeged from 
Romania and Bulgaria after these countries entered the European Union on January 1, 2007. 
The vehicular traffic of the Szeged region is permanently increasing. However, in year 2007 
an especially striking increase of vehicular traffic was experienced. Due to the EU 
membership of Romania and Bulgaria the number of trucks and lorries going through the 
Szeged region from these new EU countries quadrupled from 2006 to 2007. This increased 
traffic means a remarkable load on road no. E43. As a result, substantially higher 
vehicleoriginated air pollution can be experienced as clearly indicated by the CALINE4 
dispersion model (Figs. 19a–19b; Figs. 20a–20b) (Makra et al., 2008). 
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Fig. 19a. Annual mean CO concentrations on the major roads of the Szeged region, 2006, 
ppm (h = 1 m) 

 
 

 
Fig. 19b. Annual mean CO concentrations on the major roads of the Szeged region, 2007, 
ppm (h = 1 m) 
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Fig. 20a. Annual mean NO2 concentrations on the major roads of the Szeged region, 2006, 
ppm (h = 1 m) 

 

 
Fig. 20b. Annual mean NO2 concentrations on the major roads of the Szeged region, 2007, 
ppm (h = 1 m) 

More complex approaches to dispersion modelling are unnecessary for most applications 
because of the uncertainties in estimating emission factors and traffic volumes for future 
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years. CALINE4's accuracy is well balanced with the accuracy of state of the art predictive 
models for emissions and traffic. The model also possesses greater flexibility than earlier 
versions, at little cost to the user in terms of input complexity. 
Using CALINE4 dispersion model hourly and 8-hour average concentrations can also be 
obtained. The hourly NO2 and CO concentrations have been calculated for some main roads 
of Szeged near kerbsides. During worst-case meteorology NO2 and CO concentrations are 
shown in Fig. 21. Worst-case meteorology input is the combination of the worst wind speed, 
wind direction, stability class. CALINE4 has special option for modelling air quality in street 
canyons. During this model simulation a simple form of canyon effect was also considered. 
Due to these facts the obtained maximum concentrations are quite high, especially in case of 
CO when the maximum of worst case 1-hour concentration is 10 times higher than the short-
time limit values for highly protected area (∼ 5 ppm). 
 

 
 

 
Fig. 21. Worst-case 1-hour NO2 average NO2 (top) and CO (bottom) concentrations at 
kerbsides calculated by CALINE4, 2008 
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In order to make a comparative calculation for year 2008, a striking change in NO2 and CO 
concentrations is experienced along the main road no. E75, going through Szeged. Incoming 
traffic from Budapest direction involves smaller NO2 and CO levels, respectively, compared 
to earlier years (Fig. 21, upper part of the coloured curves). On the other hand, outgoing 
traffic towards Belgrade decreased dramatically, which appeared as a substantial drop in 
the NO2 and CO concentrations (Fig. 21, lower part of the coloured curves).  
During the evaluation of different model results it was established that the calculated 
annual, daily and hourly mean concentration of different air pollutants can highly depend 
on several factors for example the distance from the road axis, the height of receptor point, 
the applied modelling method for averaging and parametrization procedures, applied 
meteorology and also the emission factors.  

7.3 Description of the CAR model 
The Dutch CAR model (Calculation of Air pollution from Road traffic) (Eerens et al., 1993) 
uses an empirical approach for the estimation of mean annual concentrations of NO2 and 
non-reactive pollutants (carbon-monoxide and benzene) in urban and rural areas. The 
relationship between street geometry types, wind speed and concentrations of the pollutants 
considered were based on wind tunnel experiments.  
The effect of trees along streets and the type or speed of road traffic (from highway traffic at 
an average speed of 100 km h–1 to a non-continuous, stagnating traffic at an average speed of 
11 km h–1) were also considered. A source receptor function is specified for each street 
category as a function of distance from road axis (from 5 m to 30 m). The effect of cars and 
trucks are considered separately, and the resulting concentration values are calculated as a 
sum of the components. The model calculates emission, and regional and city background 
concentrations are input parameters for them. Annual averages and 1-, 8- and 24-hour 
98 percentiles are the outputs of the model for each pollutant (Fig. 22).  
 

 
Fig. 22. Schematic diagram of system parameters, input and output data for the CAR model 
(Eerens et al., 1993) 
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7.4 Air quality calculations with the CAR model - input data 
Input data from Szeged were used in our calculations with the CAR model. Street data, such 
as geometry, traffic type and vegetation have been estimated at a field trip experiment on 
the site. The default emission factors were changed according to the inventory of the 
Automotive Engineering Environmental and Energy Division at the Institute of Transport  
Sciences (web of the Ministry of Environment and Water, Hungary, 2009). For the exact 
values one may refer to Table 9 below.  
Note that the units used in the CAR model (μg m–1 s–1 vehicle–1) differ from those used in 
other sources (g km–1). For background concentration reference, the measurements from  
K-puszta have been considered. For city background concentration, annual averages 
measured by the air quality monitoring station at Szeged were used. Concentration data 
collected at the air quality monitoring station were compared to the above model output.  
Traffic census has been performed at 9 different sites in the city (Fig. 23; sites 1 to 9 are from 
top left to centre right and bottom left). Both the average daily number of motor vehicles 
passing through each location and the air pollution data were considered for the  12-year 
period 1997–2008. The temporal course of the mean daily number of vehicles at two 
different sites (Site 4 and 9) is also presented (Fig. 23, bottom right).  
 

CO NO2 
g km–1 μg m–1 s–1 vehicle–1 g km–1 μg m–1 s–1 vehicle–1 Speed type Speed (km h–1) 

Cars 
Va 13 30.57 0.354 1.38 0.016 
Vb 22 21.00 0.243 1.33 0.015 
Vc 44 11.72 0.136 1.40 0.016 
Vd 100 6.40 0.074 2.45 0.028 
  Trucks 
Va 13 21.26 0.246 8.01 0.093 
Vb 22 15.75 0.182 6.75 0.078 
Vc 44 10.74 0.124 6.06 0.070 
Vd 100 8.86 0.103 11.28 0.131 

Table 9. Emission factors for cars and trucks at different speed categories in different units. 
Parameters were taken from the official emission inventory of the Automotive Engineering 
Environmental and Energy Division at the Institute of Transport Sciences (KTI). (source: 
web of the Ministry of Environment and Water, Hungary; Gyöngyösi et al., 2009)  

7.5 Air quality calculations with the CAR model - results 
Results of our numerical calculations are presented in Table 10 and Fig. 24. The main 
findings are as follows: The measured CO concentrations showed a slight decrease, while 
the model yielded a 6.88 μg m–3 year–1 increase especially for 2008 due to higher road traffic. 
On the other hand, no significant change has been observed for NO2 while the model 
yielded a gradual increase of about ~0.62 μg m–3 year–1. The measured data was slightly 
smaller than the modelled data. The model results indicate a smaller deviation from the 
average than the measured data (Fig. 24). The discrepancy may come partly from the fact 
that the emission parameters were considered constant, although the structure and technical 
quality of the transportation system in Szeged has been improving considerably. The 
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concentration at the measurement site is the cumulative result of the side street traffic as 
well, which has changed significantly and was not treated in our calculation. 
 

traffic (number of vehicles per day) CO concentration (μg m–3); 
Cb = 254 μg m–3 

Site Fraction of 
trucks, % 12-year 

average
Standard 
deviation

Relative  
deviation (%)

12-year 
average

Standard 
deviation

Relative  
deviation (%) 

Site 1 12 29 150 8 850 30 1 010 220 22 
Site 2 9 26 170 6 050 23 1 410 265 19 
Site 3 7 23 110 3 970 17 1 265 170 14 
Site 4 5 21 980 3 625 16 2 240 330 15 
Site 5 4 17 415 2 540 15 1 830 230 12 
Site 6 4 11 170 3 285 29 1 265 295 23 
Site 7 7 11 910 1 665 14 710 65 9 
Site 8 5 8 700 1 200 14 725 65 9 
Site 9 8 4 875 1 595 33 380 40 10 

Table 10. Model results of 12-year integration (1997–2008) at 9 sites in Szeged for CO 
concentrations. 12-year averages, standard deviations and relative deviations are given for 
traffic and CO concentrations, respectively about 5 m away from the road axis. Average 
fraction of trucks and city background concentrations (Cb) are also given. 
 

 
Fig. 23. Map of Szeged with the location of the measurement sites. Bottom right panel: time 
variation of the daily number of vehicles at two locations (site 4, solid line and site 9, dotted 
line) for each year (1997–2008) 
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Fig. 24. Measured and calculated concentration of CO and NO2 for Szeged (1997–2008) close 
to site 4 about 30 m away from the road axis and 3 m above the surface 

An increasing trend is present for the urban average traffic for the annual means taking into 
account all sites (> 900 vehicles per day per year growth rate for the average during the 12-
year period). Model results on two different types of urban sites are analysed: An air quality 
monitoring station is located at site 4, which is a typical dense urban area not so far from the 
city centre (with an average of 21,980 vehicles per day for the 12-year period 1997–2008), 
while site 9 is an open suburban site with an average of  4,875, vehicles per day. 

8. Conclusion 
In Szeged, the average annual variations of NO, NO2 and PM10 (with maxima in winter) are 
opposite to those of O3 and Ox (with maxima in summer). The higher winter values are 
caused by atmospheric stability with frequent inversions. The lowest values in summer are 
due to dilution generated by intensive vertical exchange in the atmosphere. The highest 
intensities of photochemical O3 formation are observed during the early afternoon in the day 
and the summer in the year. After removing the annual variations, the very similar average 
weekly variations of NO, NO2 and PM10 for Szeged show weekday maxima and weekend 
minima. Oppositely, those of O3 show weekday minima and weekend maxima. The diurnal 
variations of O3 show a clear daily course with one wave. On weekends the average O3 
maximum values are higher than on weekdays, but this is not valid for Ox . Levels of NO 
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and O3 are traffic-related. Concentrations of both CO and NO are in reverse correlation with 
wind speed. As both pollutants are predominantly of traffic origin, their concentrations 
should be correlated, which is indeed the case. 
Daily average concentrations of the pollutants increased on weekdays and decreased during 
weekends. The concentration of O3 presented an opposite trend. At the weekends, air 
quality improves better in the winter half-year.  
Aside from single air pollutant standards, air stress indices and air quality indices enable an 
additional assessment of the air quality conditions, which is primarily not limited to single 
air pollutants. The application of air stress indices or air quality indices depends on the 
specific objectives of the investigation. High values of mean air stress (indicated by  
ASI1 ≈ 1) as well as extremely high values of short-term air stress (indicated by ASI2 > 20) 
suppose a high air pollution load in Szeged. Short-term (diurnal) air pollution increased on 
weekdays and decreased on weekends. 
Summarizing the results of the inter-relationships of Péczely’s weather types and daily 
mean levels of the air pollutants, enrichment of the air pollutants (either in the winter or in 
the summer; and either considering the pollutants together or separately) occurs exclusively 
during Péczely’s anticyclone centre or anticyclone ridge weather situations; on the other 
hand, their dilution can be experienced not only during cyclonic but anticyclonic ridge 
weather types as well. Efficiency of the objective weather classification, performed for the 
same period, is almost one order of magnitude higher than that of Péczely’s weather types 
in classifying the air pollutant levels. CO, SO2 and PM10 are sensitive to the Péczely’s 
weather classification, while NO2/NO, O3 and O3max are completely insensitive. In the 
winter, Péczely’s anticyclonic types are mostly favourable, while Péczely’s cyclonic types are 
mostly negligible in classification of pollutant levels. On the other hand, in the summer, 
none of them are predominant. Hence, although they have a clear role in the winter, 
Péczely’s large-scale weather situations can not be considered as an overall system in 
categorization of pollutant concentrations, as they are inefficient in the summer. 
Annual mean CO and NO2 concentrations on the major roads of the Szeged region are 
calculated using the CALINE4 model for each year between 1995–2007. A clear increase in 
CO levels and a much more definite increase of NO2 concentrations can be observed for the 
period examined. The difference of the concentrations is especially striking between years 
2006 and 2007. This corresponds to the highly increased traffic through Szeged from 
Romania and Bulgaria after these countries entered the European Union on January 1, 2007. 
A comparative analysis for year 2008 resulted in a striking change in NO2 and CO 
concentrations along the main road E75 across Szeged. Incoming traffic from Budapest 
involves smaller NO2 and CO levels compared to earlier years, while outgoing traffic 
towards Belgrade radically reduced with substantial drop in both NO2 and CO levels.  
When studying the sensitivity of the CAR model for Szeged, the concentration of pollutants 
as a function of distance from road axis, the effects of wind speed, road type and tree factor 
on the concentration of the pollutants overall and at different traffic speeds were analysed 
and quantified. According to the results, much higher concentrations occur in the summer 
than in the winter. This is due to the fact that wind speed is the lowest from late summer 
until early autumn and vegetation generates a higher effect on wind speed in the summer 
and autumn than in the winter. Furthermore, it was detected that a doubling in the traffic 
(i.e. double the number of vehicles) results in a 71% increase in CO concentration. Neither 
the effect of trees nor the increasing traffic speed can compensate for the effect of a double 
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truck fraction. The fraction of trucks has a great impact on NO2 concentration. Summing up 
the results, the main findings are as follows: the level of pollution increases with (i) 
increasing number of vehicles, (ii) decreasing speed in urban traffic (i.e., less than 50 km h–1), 
(iii) larger fraction of heavy vehicles, (iv) increasing number of trees alongside the roads and 
(v) smaller mean annual wind speed. In addition, the model was run on realistic input 
parameters, regional and city background concentrations. Model results have been 
compared to measurements, showing good agreement with a slight overestimation of 
concentration, which is due to the insufficient consideration of the technical development of 
the vehicles. However, modelled data show smaller deviations than measurements.  
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1. Introduction 
The exponentially increasing number of circulating cars in modern cities renders the 
problem of traffic control of paramount importance. Traffic congestion is a condition on 
networks that occurs in the presence of an excess of vehicles on a portion of roadway, and is 
characterized by slower speeds, longer trip times, and increased queueing. As demand 
approaches the capacity of a road (or of the intersections along the road), extreme traffic 
congestion sets in. Incidents may cause ripple effects (a cascading failure) which then spread 
out and create a sustained traffic jam. The presence of hard congestions on urban networks 
may have dramatic implications, affecting productivity, pollution, life style, the passage of 
emergency vehicles traveling to their destinations where they are urgently needed. 
Transportation engineers and emergency planners work together to alleviate congestion 
and, in addition to traditional efforts, an increased focus is addressed to the development 
and promotion of transportation systems management and operations. The main inspiration 
is the understanding and optimization of traffic behavior in order to answer to several 
questions: where to install traffic lights or stop signs; how long the cycle of traffic lights 
should be; how to distribute flows at junctions, where to construct entrances, exits and 
overpasses, etc. in order to maximize cars flow, minimize traffic congestions, accidents, 
pollution. 
The problem of modeling car traffic has been faced resorting to different approaches ranging 
from microscopic ones, taking into account each single car, to kinetic and macroscopic fluid-
dynamic ones, dealing with traffic situations resulting from the complex interaction of many 
vehicles. Each of them implies some technical approximations, and suffers therefore from 
related drawbacks, either analytical or computational. Here we are interested to traffic flow 
on a road network, modelled by a fluid-dynamic approach. 
In the 1950s James Lighthill and Gerard Whitham, two experts in fluidynamics, and 
independently P. Richards, modeled the flow of car traffic along a single road using the 
same equations describing the flow of water (Lighthill et al. (1955); Richards (1956)). The 
basic idea is to look at large scales so as to consider cars as small particles and to assume the 
conservation of the cars number. The LWR model is described by a single conservation law, 
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a special partial differential equation where the variable, the car density, is a conserved 
quantity, i.e. a quantity which can neither be created or destroyed. Then some second order 
models, i.e. with two equations, were proposed by Payne and Whitham (Payne (1971; 1979); 
Whitham (1974)). Since the assumption of the LWR model of the dependence of the average 
speed v only on the density ρ  is not valid in some situations, Payne and Whitham 
introduced an additional equation for the speed, including a relaxation term for v. 
Unfortunately this model suffers from sever drawbacks, which led Daganzo in 1995 to write 
a celebrated “requiem” for this kind of second order approximation of traffic flow (Daganzo 
(1995)). In particular he proved that cars may exhibit negative speed and the model violates 
the so-called anisotropy principle, i.e., the fact that a car should be influenced only by the 
traffic dynamics ahead of it, being practically insensitive to what happens behind. Finally 
Aw and Rascle in 2000, to overcome Daganzo’s observations, proposed a “resurrection” of 
second order models, introducing an equation for the pressure as increasing function of the 
density (Aw & Rascle (2000)). The Aw Rascle model gave origin to a lot of other traffic 
models and derivations. The first third order model was proposed by Helbing (see Helbing 
(2001)). Colombo in 2002 developed an hyperbolic phase transition model, in which the 
existence of the phase transition is postulated and accounted for by splitting the state space 
(ρ, f ), where f is the flux, in two regions, corresponding to the regimes of free and congested 
flow (Colombo (2002 a;b)). A multilane extension of the Aw-Rascle model was proposed by 
Greenberg, Klar and Rascle (see Greenberg et al. (2003)). The idea to consider the LWR 
model on a network was proposed by Holden and Risebro (Holden et al. (1995)). They 
solved the Riemann Problem at junctions (the problem with constant initial data on each 
road), proposing a maximization of the flux. Existence of solution to Cauchy Problems and 
the counterexample to the Lipschitz continuous dependence on initial data was proved in 
the paper by Coclite et al. (2005). The Aw-Rascle second order model has been extended to 
networks in Garavello & Piccoli (2006 b). 
Traffic congestion leads to a strong degradation of the network infrastructure and 
accordingly reduced throughput, which can be countered via suitable control measures and 
strategies. Some optimization problems for road networks modeled by fluid-dynamic 
approach have been already studied: Helbing et al. (2005) is devoted to traffic light 
regulation, while Gugat et al. (2005) and Herty et al. (2003) are more related to our analysis 
but focus on the case of smooth solutions (not developing shocks) and boundary control. A 
specific traffic regulation problem is addressed in Chitour & Piccoli (2005). Given a crossing 
with some expected traffic, is it preferable to construct a traffic circle or a light? The two 
solutions are studied in terms of flow control and the performances are compared. 
In this Chapter we report some recent optimization results obtained in Cascone et al. (2007; 
2008 a;b); Cutolo et al. (2009); Manzo et al. (2010) for urban traffic networks, whose 
evolution is described by the LWR model. 
Road networks consist of a finite set of roads, that meet at some junctions. The dynamics is 
governed on each road by a conservation law. In order to uniquely solve the Riemann 
Problem at junctions and to construct solutions via Wave Front Tracking (see Bressan (2000); 
Garavello & Piccoli (2006 a)), as the system is under-determined even after imposing the 
conservation of cars, the following assumptions are made: the incoming traffic distributes to 
outgoing roads according to fixed (statistical) distribution coefficients; drivers behave in 
order to maximize the through flux. More precisely, if the number of incoming roads is 
greater than that of outgoing roads, one has also to introduce right of way parameters. 
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Some cost functionals have been defined to analyze the traffic behavior: J1 measuring car 
average velocity, J2 the average traveling time, J3 the total flux of cars, J4 the car density, J5, 
the Stop and Go Waves functional (SGW), the velocity variation, J6 the kinetic energy, and 
finally J7 measuring the average traveling time weighted with the number of cars moving on 
each road. Notice that the cost functionals are evaluated through the use of a linear 
decreasing velocity function v(ρ) = 1 –ρ. 
For a fixed time horizon [0,T] , ∫ 0

T
 J1 (t) dt, ∫ 0

T
 J3 (t) dt, ∫ 0

T
 J6 (t) dt have been maximized and ∫ 0

T
 

J2 (t) dt, ∫ 0
T

 J7 (t) dt minimized, choosing as controls the right of way parameters or the 
distribution coefficients depending on the junctions type. A junction of n × m type is a 
junction with n incoming roads and m outgoing ones. The attention has been focused on a 
decentralized approach reducing the analysis of a network to simple junctions. We 
computed the optimal parameters for single junctions of type 1 × 2 and 2 × 1 and every 
initial data. For a complex network, we used the (locally) optimal parameters at every 
junction and we verified the performance of the (locally) optimal parameters comparing, via 
simulations, with other choices as fixed and random parameters. The optimization problem 
for junctions of 2 × 1 type, using as control the right of way parameter p, every initial data 
and the functionals Ji, i = 1, 2, 6, 7 (while J3 happens to be constant) is solved in Cascone et al. 
(2007) and Cutolo et al. (2009). In particular the functionals J2 and J7 are maximized for the 
same values of p, while J1 and J6 have, in some cases, different optimal values. It is 
interesting to notice that in many cases there is a set of optimal values of the right of way 
parameters. Optimization results have been achieved for the functionals Ji, i = 1, 2,3 (see 
Cascone et al. (2008 a)) and J6, J7 in the case of junctions of type 1 × 2, using the distribution 
coefficient as control. Observe that the functionals J6 and J7 are optimized for the same values 
of the distribution coefficient which maximize and minimize J1 and J2, respectively. All the 
results have been tested by simulations on case studies. 
Recently the problem of traffic redirection in the case an accident occurs in a congested area 
has been considered, see Manzo et al. (2010). Fire, police, ambulance, repair crews, 
emergency and life-saving equipment, services and supplies must move quickly to where 
the greatest need is. Assuming that emergency vehicles will cross a given incoming road Iϕ, 
ϕ ∈ {1,2} and a given outgoing road Iψ, ψ ∈ {3,4} of a junction of type 2 × 2, a cost functional 
measuring the average velocities of such vehicles on the assigned path is analyzed. The 
optimization results give the values of α and β (respectively, the probability that drivers go 
from road 1 to road 3 and from road 2 to road 3) which maximize the functional, allowing a 
fast transit of emergency vehicles to reach car accidents places and hospitals. 
The Chapter is organized as follows. Section 2 reports the model for road networks. 
Riemann Solvers at junctions are described in Section 3. The subsequent Section 4 is devoted 
to the definition of the functionals, introduced to measure network performance. In 
particular in the Subsection 4.1 we optimize right of way parameters for 2×1 junctions, while 
in Subsection 4.1 we report optimization studies for 1 × 2 junctions. The Section 5 deals with 
some new results on the optimal redistribution of flows at nodes of type 2×2 in order to 
maximize the velocity of emergency vehicles on assigned paths. In all the Sections 
simulations are presented and discussed to illustrate the analytical optimization results. 

2. Mathematical model for road networks 

We consider a network, that is modelled by a finite set of roads Ik = [ak, bk] ⊂ R, k = 1, ...,N,  
ak < bk, possibly with either ak = – ∞ or bk = +∞. We assume that roads are connected at 
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junctions. Each junction J is characterized by a finite number n of incoming roads and a 
finite number m of outgoing ones, thus we identify J with ((i1, ..., in) , (j1, ..., jm)). Hence, the 
complete model is given by a couple (I,J ), where I = {Ik : k = 1, ...,N} is the collection of 
roads and J is the collection of junctions. The main dependent variables introduced to 
describe mathematically the problem are the density of cars ρ = ρ(t, x) and their average 
velocity v = v(t, x) at time t in the point x. From these quantities another important variable 
is derived, namely the flux f = f (t, x) given by f = ρ v, which is of great interest for both 
theoretical and experimental purposes. 
On each single road, the evolution is governed by the scalar conservation law: 

 ( ) 0,t x fρ ρ∂ + ∂ =  (1) 

where ρ = ρ (t, x) ∈ [0,ρmax] , (t, x) ∈ R2,with ρmax the maximal density of cars. 
The network load is described by a finite set of functions ρk defined on [0,+ ∞ [ × Ik. On each 
road Ik we require ρk to be a weak entropic solution of the conservation law (1), that is such 
that for every smooth, positive function ϕ : [0,+ ∞ [ × Ik → R with compact support on  
]0,+ ∞ [ × ]ak, bk[ 

 ( )
0

0,
k

k

b

k k
a

f dxdt
t x
ϕ ϕρ ρ

+∞ ∂ ∂⎛ ⎞+ =⎜ ⎟∂ ∂⎝ ⎠∫ ∫  (2) 

and entropy conditions are verified, see Bressan (2000); Dafermos (1999); Serre (1996). 
It is well known that, for equation (1) on R and for every sufficiently small initial data in BV 
(here BV stands for bounded variation functions), there exists a unique weak entropic 
solution depending in a continuous way from the initial data in L 1

loc . Moreover, for initial 
data in L∞

∩ L1 Lipschitz continuous dependence in L1 is achieved. 
Now we discuss how to define solutions at junctions. For this, fix a junction J with n incoming 
roads, say I1, ..., In, and m outgoing ones, say In+1, ..., In+m (briefly a junction of type n × m). A 
weak solution at J is a collection of functions ρl : [0,+∞[ × Il →R, l = 1, ...,n + m, such that 

 ( )
0 0

0,
l

l

bn m
l l

l l
l a

f dxdt
t x

ϕ ϕρ ρ
+∞+

=

⎛ ⎞∂ ∂⎛ ⎞⎜ ⎟+ =⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠⎝ ⎠
∑ ∫ ∫  (3) 

for every smooth ϕl , l = 1, ...,n + m, having compact support in ]0,+∞[ × ]al , bl ] for l = 1, ...,n 
and in ]0,+∞[ × [al , bl [ for l = n + 1, ...,n + m, also smooth across the junction, i.e., 

(·, ) (·, ), (·, ) (·, ), 1,..., , 1,..., .ji
i i j j i jb a b a i n j n n m

x x
ϕϕϕ ϕ

∂∂
= = = = + +

∂ ∂
 

A weak solution ρ at J satisfies the Rankine-Hugoniot condition at the junction, namely 

1 1
( ( , )) ( ( , )),

n n m

i i j j
i j n

f t b f t aρ ρ
+

= = +
− = +∑ ∑  

for almost every t > 0. This Kirchhoff type condition ensures the conservation of ρ  at 
junctions. For a system of conservation laws on the real line, a Riemann problem (RP) is a 
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Cauchy Problem (CP) for an initial datum of Heavyside type, that is piecewise constant with 
only one discontinuity. One looks for centered solutions, i.e. ρ(t, x) = φ( x

t ) formed by simple 

waves, which are the building blocks to construct solutions to the CP via Wave Front 
Tracking (WFT) algorithms. These solutions are formed by continuous waves called 
rarefactions and by traveling discontinuities called shocks. The speeds of the waves are 
related to the eigenvalues of the Jacobian matrix of f, see Bressan (2000). Analogously, we 
call RP for a junction the Cauchy Problem corresponding to initial data which are constant 
on each road. The discontinuity in this case is represented by the junction itself. 
Definition 1 A Riemann Solver (RS) for the junction J is a map RS : Rn

 × Rm → Rn
 × Rm

 that 
associates to Riemann data ρ0 = (ρ1,0, . . . ,ρn+m,0) at J a vector ρ̂  = ( 1ρ̂ , . . . ,ˆρn+m), so that the 
solution on an incoming road Ii, i = 1, ...,n, is given by the waves produced by the RP (ρi, ˆiρ ), and on 
an outgoing road Ij, j = n + 1, ...,n + m, by the waves produced by the RP ( ˆ jρ ,ρj). We require the 
consistency condition 

(CC) RS(RS(ρ0)) = RS(ρ0). 

A RS is further required to guarantee the fulfillment of the following properties: 
(H1) The waves generated from the junction must have negative velocities on incoming 

roads and positive velocities on outgoing ones. 
(H2) Relation (3) holds for solutions to RPs at the junction. 
(H3) The map ρ0 f ( ρ̂ ) is continuous. 
Condition (H1) is a consistency condition to well describe the dynamics at junction. In fact, 
if (H1) does not hold, then some waves generated by the RS disappear inside the junction. 
Condition (H2) is necessary to have a weak solution at the junction. However, in some cases 
(H2) is violated if only some components of ρ  have to be conserved at the junction, see for 
instance Garavello & Piccoli (2006 b). Finally, (H3) is a regularity condition, necessary to 
have a well-posed theory. The continuity of the map ρ0 f ( ρ̂ ) can not hold in case (H1) 
holds true. 
There are some important consequences of property (H1), in particular some restrictions on 
the possible values of fluxes and densities arise. Consider, for instance, a single conservation 
law for a bounded quantity, e.g. ρ ∈[0,ρmax], and assume the following: 
(F) The flux function f : [0,ρmax]  R is strictly concave, f (0) = f (ρmax) = 0, thus f has a unique 

maximum point σ. 
Fixing ρmax = 1, one example of velocity function whose corresponding flux ensures (F) is: 

 v (ρ) = 1 – ρ. (4) 
Then the flux is given by 

 f (ρ) = ρ (1 – ρ).  (5) 
Defining: 
Definition 2 Let τ : [0,ρmax] → [0,ρmax] be the map such that f (τ (ρ)) = f (ρ) for every ρ ∈ [0,ρmax], 
and τ (ρ) ≠ ρ for every ρ ∈ [0,ρmax] \{σ}, 
we get the following: 
Proposition 3 Consider a single conservation law for a bounded quantity ρ ∈[0,ρmax] and assume 
(F). Let RS be a Riemann Solver for a junction, ρ0 = (ρi,0,ρj,0)the initial datum and RS(ρ0) = ρ̂  = 
( ˆiρ , ˆ jρ ). Then, 
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Thanks to Proposition 3, we have the following: 
Proposition 4 Consider a single conservation law for a bounded quantity ρ ∈ [0,ρmax] and assume 
(F). To define a RS at a junction J, fulfilling rule (H1), it is enough to assign the flux values f ( ρ̂ ). 
Moreover, there exist maximal possible fluxes given by: 

,0 ,0
0

,0

( ),         0 ,         
( )    1,..., ,

( ),           ,  
i imax

i
i max

f if
f i n

f if
ρ ρ σ

ρ
σ σ ρ ρ

≤ ≤⎧⎪= =⎨ ≤ ≤⎪⎩
 

,0
0

,0 ,0

( ),             0 ,          
( )    1,..., .

( ),         ,     
jmax

j j max
j

f if
f j n n m

f if
ρ σ

ρ
ρ

σ

σ ρ ρ

≤ ≤⎧⎪= = + +⎨ ≤ ≤⎪⎩
 

Once a Riemann Solver RSJ at a junction J is assigned, we define admissible solutions at J 
those ρ such that t ρ(t, ·) is BV for almost every t, and moreover: 
 

RS(ρJ (t)) = ρJ (t), 
where 

ρJ (t) = (ρ1(·, b1–), . . . ,ρn(·, bn–),ρn+1(·, an+1+), . . . ,ρn+m(·, an+m+)). 

For every road Ik = [ak, bk], such that either ak > –∞ and Ik is not the outgoing road of any 
junction, or bk < +∞ and Ik is not the incoming road of any junction, a boundary datum ψk : 
[0,+∞[→Rn

 is given. We require ρk to satisfy ρk(t, ak) = ψk(t) (or ρk(t, bk) = ψk(t)) in the sense of 
Bardos et al. (1979). For simplicity, we assume that boundary data are not necessary. The 
aim is to solve the CP for a given initial datum as in the next definition. 
Definition 5 Given kρ : Ik →Rn, k = 1, ...,N, in L 1

loc , a collection of functions ρ = (ρ1, ...,ρN), with  
ρk : [0,+∞[× Ik →Rn

 continuous as function from [0,+∞[ into L 1
loc , is an admissible solution to the 

Cauchy Problem on the network if ρk is a weak entropic solution to (1) on Ik, ρk(0, x) = kρ (x) a.e. and 
at each junction ρ is an admissible solution. 
There is a general strategy, based on Wave Front Tracking, to prove existence of solution on 
a whole network for CPs. 
The main steps are the following (see Garavello & Piccoli (2006 a;b) for details): 
1. Construct approximate solutions via WFT algorithms, using the RS at junctions for 

interaction of waves with junctions. 
2. Estimate the variation of flux for interaction of waves with junctions, thus on the whole 

network. 
3. Pass to the limit using the previous steps. 
In what follows we suppose that fk = f, ∀k = 1, ...,N, but it is possible to generalize all 
definitions and results to the case of different fluxes fk for each road Ik. In fact, all statements 
are in terms of values of fluxes at junctions. 
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3. Riemann Solvers according to rule (RA) 
We assume that (F) holds true and we look for Riemman Solvers fulfilling (H1). Thus, in 
view of Proposition 4, it is enough to determine the fluxes values. 
In Coclite et al. (2005) an RS at junctions is considered, based on the following algorithm: 
(RA) We assume that 
(A)  the traffic from incoming roads is distributed on outgoing ones according to fixed 

coefficients; 
(B)     fulfilling (A), the through flux is maximized. 
Consider a junction of n×m type. For simplicity we use the notation γk = f (ρk), max

kγ  = max
kf , 

ˆkγ = f ( ˆkρ ), k = 1, ...,n + m. 
If the incoming roads are I1, . . . , In and the outgoing ones In+1, . . . , In+m, rule (A) corresponds 
to fix a stochastic matrix A = (αj,i) where j = n + 1, . . . ,n + m and i = 1, . . . ,n. The coefficient 
αj,i represents the percentage of traffic from Ii directed to Ij. Here we assume: 

, ,
1

0 1, 1.
m

j i j i
j

α α
=

< < =∑  

Recalling Proposition 4, we define: 

1 1[0, ] [0, ], [0, ] [0, ].max max max max
in n out n n mγ γ γ γ+ +Ω = × × Ω = × ×  

From (H1), one gets that the incoming fluxes must take values in Ωin and the outgoing fluxes 
in Ωout. Moreover, in order to fulfill rule (A), the incoming fluxes must belong to the region: 

{ : · }.in in outAγ γΩ = ∈Ω ∈Ω  

Notice that inΩ  is a convex set determined by linear constraints. Moreover, rule (A) implies 
(H2). Thus rule (B) is equivalent to maximize only over incoming fluxes, then outgoing ones 
can be determined by rule (A). Finally, rules (A) and (B) correspond to a Linear 
Programming problem: Maximize the sum of fluxes from incoming roads over the region 

inΩ . Such problem always admits a solution, which is unique provided the cost function 
gradient (here the vector with all components equal to 1) is not orthogonal to the linear 
constraints describing the set inΩ . 
Let us now consider a junction of type 1 ×2. In detail, 1 is the only incoming road, while 2 
and 3 are the outgoing roads. The distribution matrix A takes the form 

,
1

A
α

α
⎛ ⎞

= ⎜ ⎟−⎝ ⎠
 

where α ∈ ]0,1[ and 1 – α indicate the percentage of cars which, from road 1, goes to road 2 
and 3, respectively. Thanks to rule (B), the solution to a RP is: 

( ) ( )( )1 2 3 1 11ˆ ˆ ˆ ˆ ˆ ˆ, , , , 1 ,γ γ γ γ γ αγ α γ= = −  

where 
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maxmax
max 32

1 1ˆ min , , .
1
γγγ γ

α α
⎧ ⎫⎪ ⎪= ⎨ ⎬

−⎪ ⎪⎩ ⎭
 

For a junction of 2 ×2 type, i.e. with two incoming roads, 1 and 2, and two outgoing roads, 3 
and 4, the traffic distribution matrix A assumes the form: 

,
1 1

A
α β

α β
⎛ ⎞

= ⎜ ⎟− −⎝ ⎠
 

where α is the probability that drivers go from road 1 to road 3 and β  is the probability that 
drivers travel from road 2 to road 3. Let us suppose that α ≠ β  in order to fulfill the 
orthogonal condition for uniqueness of solutions. From rule (A), it follows that 3γ̂  = α 1γ̂  + 
β 2γ̂ , 4γ̂ =(1 – α) 1γ̂ + (1 – β) 2γ̂ . From rule (B), we have that ˆϕγ , ϕ = 1, 2, is found solving the 
Linear Programming problem: 

( )
( ) ( )

1 2
max max max

1 2 3 1 2 4

max  ,

0 ,0 ,0 1 1 .ϕ ϕ

γ γ

γ γ αγ βγ γ α γ β γ γ

+

≤ ≤ ≤ + ≤ ≤ − + − ≤
 

The orthogonality condition can not hold if n > m. If not all traffic can flow to the only 
outgoing road, then one should assign a yielding or priority rule: 
(C)   There exists a priority vector p ∈ Rn such that the vector of incoming fluxes must be 

parallel to p. 
Let us show how rule (C) works in the simple case n =2 and m =1, i.e. a junction of type 2×1. 
In this case, the matrix A reduces to the vector (1,1), thus no information is obtained. Rule 
(B) amounts to determining the through flux as Γ = min{ max

1γ  + max
2γ  , max

3γ }. If Γ = max
1γ  

+ max
2γ , then we simply take the maximal flux over both incoming roads. If the opposite 

happens, consider the space (γ 1,γ 2) of possible incoming fluxes and define the following 
lines: 

: { : },pr tp t ∈  

1 2 1 2: {( , ) : }.r γ γ γ γΓ + = Γ  

Let P be the point of intersection of the lines rp and rΓ. Recall that the final fluxes should 
belong to the region: 

( ){ }max
1 2, : 0 , 1,2 .i i iγ γ γ γΩ = ≤ ≤ =  

We distinguish two cases: 
a) P belongs to Ω; 
b) P is outside Ω. 
In the first case ( 1γ̂ , 2γ̂ ) = P, while in the second case ( 1γ̂ , 2γ̂ ) = Q, where Q = projΩ∩rΓ (P), 
and proj is the usual projection on a convex set. 
The reasoning can be repeated also in the case of n incoming roads. In Rn, the line rp is again 
given by rp = tp, t ∈ R, and 
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Fig. 1. The two cases: P belongs to Ω and P is outside Ω. 

1
1

( ,..., ) :
n

n i
i

H γ γ γΓ
=

⎧ ⎫⎪ ⎪= = Γ⎨ ⎬
⎪ ⎪⎩ ⎭

∑  

is a hyperplane. There exists a unique point P = rp ∩ HΓ. If P ∈ Ω, then again we use P to 
determine the incoming fluxes. Otherwise, we choose the point Q = projΩ∩HΓ (P), the 
projection over the subset Ω ∩ HΓ. Notice that the projection is unique since Ω ∩ HΓ is a 
closed convex subset of HΓ. It is easy to check that (H3) is verified for this RS. 

4. Cost functionals 
We focus on a single junction with n incoming roads and m outgoing ones. To evaluate 
networks performance we define the following functionals: 

J1 measuring car average velocity: 

( ) ( )( )1
1

, ,
k

n m

kI
k

J t v t x dxρ
+

=
= ∑ ∫  

J2 measuring average traveling time: 

( )
( )( )2

1

1 ,
,k

n m

I
k k

J t dx
v t xρ

+

=
= ∑ ∫  

J3 measuring total flux of cars: 

( ) ( )( )3
1

, ,
k

n m

kI
k

J t f t x dxρ
+

=

= ∑ ∫  

J4 measuring car density: 
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( ) ( )4 0
1

, ,
k

n m t
kI

k
J t x d dxρ τ τ

+

=

= ∑ ∫ ∫  

J5, the Stop and Go Waves functional, measuring the velocity variation: 

( )5 0
1

( ) ,
k

n m t

I
k

J t SGW Dv d dxρ τ
+

=

= = ∑ ∫ ∫  

where |Dv| is the total variation of the distributional derivative Dρ, 
J6 measuring the kinetic energy: 

( ) ( )( ) ( )( )6
1

, , ,
k

n m

k kI
k

J t f t x v t x dxρ ρ
+

=

= ∑ ∫  

J7 measuring the average traveling time weighted with the number of cars moving on 
each road Ik : 

( ) ( )
( )( )7

1

,
.

,k

n m
k

I
k k

t x
J t dx

v t x
ρ
ρ

+

=
= ∑ ∫  

Given a junction of type 1 × m or n × 1, and initial data, solving the RP we determine the 
average velocity, the average traveling time and the flux over the network as function of the 
distribution coefficients or the right of way parameters. It follows that also the functionals Jk, 
k = 1, 2, 3, 6,7 are functions of the same parameters. 
For a fixed time horizon [0,T], our aim is to maximize ∫ 0

T J1 (t) dt, ∫ 0
T J3 (t) dt, ∫ 0

T J6 (t) dt and to 
minimize ∫ 0

T J2 (t) dt, ∫ 0
T J7 (t) dt, choosing the right of way parameters pk(t) or the distribution 

coefficients αk(t). Since the solutions of such optimization control problems are too difficult, 
we reduce to the following problem: 
(P)    Consider a junction J of 2 × 1 type or 1 × 2 type, the functionals Jk, k = 1, 2, 3, 6, 7, and 

the right of way parameter pk(t) or the distribution coefficients αk(t) as controls. We 
want to minimize J2 (T) , J7 (T) and to maximize J1 (T) , J3 (T) , J6 (T) for T sufficiently big. 

As was proved in Cascone et al. (2007; 2008 a;b), the functional J3 (T) does not depend on the 
right of way parameters and on distribution coefficients. 
The optimization approach we followed is of decentralized type. In fact, the optimization is 
done over p or α for a single junction. For complex networks we adopt the following 
strategy: 
Step 1. Compute the optimal parameters for single junctions and every initial data. For 

this, consider the asymptotic solution over the network (assuming infinite length 
roads so to avoid boundary data effects). 

Step 2. Use the (locally) optimal parameters at every junction of the network, updating the 
value of the parameters at every time instant using the actual density on roads near 
the junction. 

Step 3. Verify the performance of the (locally) optimal parameters comparing, via 
simulations, with other choices as fixed and random parameters. 

All the optimization results reported in the following Subsections are obtained assuming the 
flux function (5). 
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4.1 Optimization of junctions of 2 ×1 type 
We focus on junctions of 2 ×1 type, labelling with 1 and 2 the incoming roads and with 3 the 
outgoing one and we consider p as control (for more details see Cascone et al. (2007; 2008 b); 
Cutolo et al. (2009)). From the flux function we can express ˆkρ  in terms of ˆkγ : 
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The velocity, in terms of ˆkγ , is given by
ˆ1 1 4

( ) , 1,2,3.
2

k k
k

s
v k

γ
ρ

− −
= =  The functionals 

J2(T) and J7(T) are maximized for the same values of p. In fact we get: 
Theorem 6 Consider a junction J of 2×1 type. For T sufficiently big, the cost functionals J2(T) and 
J7(T) are optimized for the following values of p: 
1. Case s1 = s2 = +1, we have that: 

a. max max
2 3

1
2  ,   1  ;p if orβ β γ γ− += ≤ ≤ =  

b. 0, ,   1;p p if β β− − +⎡ ⎤∈ ≤ ≤⎣ ⎦  

c. ,1 ,   1 ;p p if β β+ − +⎡ ⎤∈ ≤ ≤⎣ ⎦  

2. Case s1 = –1 = –s2, we have that: 
        a.     max max

2 3
1
2   ,1 ,   1  ; p or p p if orβ β γ γ+ − +⎡ ⎤= ∈ ≤ ≤ =⎣ ⎦  

        b.     0,   ,1 ,   1;p p or p p if β β− + − +⎡ ⎤ ⎡ ⎤∈ ∈ ≤ ≤⎣ ⎦ ⎣ ⎦  

        c.      ,1 ,   1 ;p p if β β+ − +⎡ ⎤∈ ≤ ≤⎣ ⎦  

3. Case s1 = +1 = –s2, we have that: 
        a.     1

2 0, ,   1 ; p or p p if β β− − +⎡ ⎤= ∈ ≤ ≤⎣ ⎦  
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        b.     0, ,   1;p p if β β− − +⎡ ⎤∈ ≤ ≤⎣ ⎦  

        c.      0,   ,1 ,   1 ;p p or p p if β β− + − +⎡ ⎤ ⎡ ⎤∈ ∈ ≤ ≤⎣ ⎦ ⎣ ⎦  

        d.     max max
2 3

1
2 ,1 ,   ; p or p p if γ γ+⎡ ⎤= ∈ =⎣ ⎦  

4. Case s1 = s2 = –1, we have that: 
        a.     max max

2 3
1
2   ,1 ,   1 ,   1  ;p or p p if with orβ β β β γ γ+ − + − +⎡ ⎤= ∈ ≤ ≤ > =⎣ ⎦  

        b.     1
2   0, ,   1 ,   1;p or p p if withβ β β β− − + − +⎡ ⎤= ∈ ≤ ≤ <⎣ ⎦  

        c.      1
2 0, ,1 , 1 , 1;      p or p p p if withβ β β β− + − + − +⎡ ⎤ ⎡ ⎤= ∈ ∪ ≤ ≤ =⎣ ⎦ ⎣ ⎦  

        d.     0, ,   1;p p if β β− − +⎡ ⎤∈ ≤ ≤⎣ ⎦  

        e.      ,1 ,   1 ;p p if β β+ − +⎡ ⎤∈ ≤ ≤⎣ ⎦  

where 
max max max maxmax max
3 1 3 22 1

max max max max max
1 3 2 3 3

, , , .p pγ γ γ γγ γβ β
γ γ γ γ γ

− + + −− −
= = = =

−
 

In the particular case max max max
1 2 3γ γ γ= = the functionals J2 and J7 are optimized for p = 1

2 . The 
maximization of the functionals J1(T) and J6(T) is reached, in some cases, for different values 
of the right of way parameter, as reported in the following theorem, in which the 
optimization analysis of the new functional J6(T) is compared with the results obtained in 
Cascone et al. (2007) for J1(T). 
Theorem 7 Consider a junction J of 2×1 type. For T sufficiently big, the cost functionals J1(T) and 
J6(T) are optimized for the following values of p: 
1. Case s1 = s2 = +1, we have that: 
        a.     max max

2 30, ,   1 ,   1,   1 ,   ;p p if with or orβ β β β β β γ γ− − + − + − +⎡ ⎤∈ ≤ ≤ > ≤ ≤ =⎣ ⎦  

        b.     0, ,1 ,   1 ,   1;p p p if withβ β β β− + − + − +⎡ ⎤ ⎡ ⎤∈ ∪ ≤ ≤ =⎣ ⎦ ⎣ ⎦  

        c.      ,1 ,   1 ,   1  1;p p if with orβ β β β β β+ − + − + − +⎡ ⎤∈ ≤ ≤ < ≤ ≤⎣ ⎦  

2. Case s1 = –1 = –s2, we have that: 
for J1(T), p ∈[p+,1]; 
for J6(T): 

        a.     ,1 ,   1 ,   1;p p if orβ β β β+ − + − +⎡ ⎤∈ ≤ ≤ ≤ ≤⎣ ⎦  

        b.     max max
2 30,   ,1 ,   1 ,   ;p p or p p if orβ β γ γ− + − +⎡ ⎤ ⎡ ⎤∈ ∈ ≤ ≤ =⎣ ⎦ ⎣ ⎦  

3. Case s1 = +1 = –s2, we have that: 
for J1(T), p ∈[0, p–]; 
for J6(T): 

        a.     max max
2 30, ,   1 ,   1 ,   ;p p if or orβ β β β γ γ− − + − +⎡ ⎤∈ ≤ ≤ ≤ ≤ =⎣ ⎦  

        b.     0,   ,1 ,   1;p p or p p if β β− + − +⎡ ⎤ ⎡ ⎤∈ ∈ ≤ ≤⎣ ⎦ ⎣ ⎦  

4. Case s1 = s2 = –1, we have that: 
for J1(T): 
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        a.     0, ,   1 ,   1,   1;p p if with orβ β β β β β− − + − + − +⎡ ⎤∈ ≤ ≤ < ≤ ≤⎣ ⎦  

        b.     0, ,1 ,   1 ,   1;p p p if withβ β β β− + − + − +⎡ ⎤ ⎡ ⎤∈ ∪ ≤ ≤ =⎣ ⎦ ⎣ ⎦  

        c.      max max
2 3,1 ,   1 ,   1,   1 ,   ;p p if with or orβ β β β β β γ γ+ − + − + − +⎡ ⎤∈ ≤ ≤ > ≤ ≤ =⎣ ⎦  

for J6(T): 
        a.     max max

2 30,   ,1 ,   1 ,   1,   1,   ;p p or p p if with or orβ β β β β β γ γ− + − + − + − +⎡ ⎤ ⎡ ⎤∈ ∈ ≤ ≤ > < =⎣ ⎦ ⎣ ⎦  

        b.     0, ,1 ,   1 ,   1;p p p if withβ β β β− + − + − +⎡ ⎤ ⎡ ⎤∈ ∪ ≤ ≤ =⎣ ⎦ ⎣ ⎦  

        c.      ,1 ,   1;p p if β β+ − +⎡ ⎤∈ ≤ ≤⎣ ⎦  

        d.     0, ,   1 ;p p if β β− − +⎡ ⎤∈ ≤ ≤⎣ ⎦  

where
max max max maxmax max
3 1 3 22 1

max max max max max
1 3 2 3 3

, , , .p pγ γ γ γγ γβ β
γ γ γ γ γ

− + + −− −
= = = =

−
 

The functionals J1 and J6 are maximized for p = 0 or p = 1 if max max max
1 2 3 .γ γ γ= =  

The optimization algorithms are tested on Re di Roma square, a part of the urban network 
of Rome and on Via Parmenide crossing, a little network in Salerno (Italy). 
We consider approximations obtained by the numerical method of Godunov, with space 
step Δx = 0.01 and time step determined by the CFL condition. The road network is 
simulated in a time interval [0,T], where T = 30 min. As for the initial conditions on the 
roads of the network, we assume that, at the starting instant of simulation (t = 0), all roads 
are empty. We studied different simulation cases: right of way parameters, that optimize the 
cost functionals (optimal case); random right of way parameters (static random case), i.e. the 
right of way parameters are chosen in a random way at the beginning of the simulation 
process; fixed right of way parameters (fixed case), the same for each junction; dynamic 
random parameters (dynamic random case), i.e. right of way parameters change randomly at 
every step of the simulation process. 
Re di Roma square is a big traffic circle with 12 roads (6 entering roads and 6 exiting ones), 6 
junctions of 2 × 1 type and 6 junctions of 1 × 2 type. In Figure 2 (left), the topology of Re di 
Roma Square is reported, with junctions of 2×1 type (1, 3, 5, 7, 9, 11) in white, and junctions 
of 1 × 2 type (2, 4, 6, 8, 10, 12) in black. The traffic distribution coefficients at 1 × 2 junctions 
are determined by the road capacities (and the characteristics of the nearby portion of the 
Rome urban network). Therefore we focused on the right of way parameters for the 2 × 1 
junctions, whose choice corresponds to the use of yielding and stop signs, or to the 
regulation of red and green phases for traffic lights. 
We assume boundary conditions 0.3 for roads with non infinite endpoints and we choose for 
the fixed case p = 0.2, the mean value of the static random simulations. The simulative 
results present some expected features and some unexpected ones. The performances of the 
optimal and dynamic random coefficients are definitely superior with respect to the other 
two. However, performances are surprisingly good, taking into account that the optimal 
choice was obtained by local optimization and asymptotic state, and that the dynamic 
random result is very close to the optimal one. Such behavior is clear for J1 functional (see 
Figure 3), and even more marked for J2 functional, which explodes for the static random and 
fixed parameters in case of high traffic load (see Figure 4). The explanation for such 
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Fig. 2. Topology of Re di Roma Square (left) and Via Parmenide crossing in Salerno (right). 
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Fig. 3. J1 simulated with zero initial conditions for all roads, boundary conditions equal to 0.3 
(left) and zoom around the optimal and dynamic random case (right). 
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Fig. 4. J2 simulated with zero initial conditions for all roads, boundary conditions equal to 0.3 
(left) and zoom around the optimal and dynamic random case (central). Behavior of the SGW 
functional in the case of boundary conditions equal to 0.3 and same initial conditions for all 
roads (right). 

explosion is the following: in some situation, the traffic circle gets completely stuck, thus the 
travelling time tends to infinity. This fact is also confirmed by the behavior of the cars 
densities on the roads, which are very irregular in the dynamic random simulations. When 
we consider networks with a great number of nodes, the time average of optimal parameters 
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can approach 0.5, and this justifies the similarities among dynamic random simulations and 
optimal ones. Hence, to discriminate between them, it is necessary to consider the SGW 
functional. The latter is very high for the dynamic random case and very low for the optimal 
one (even less than the fixed or static random case), see Figure 4 (right). 
Then, we analyzed a small area of the Salerno urban network, characterized by congestion 
due to a traffic light, that presents a cycle with a red phase too long. In particular, in Figure 2 
(right) the portion of the interested area is depicted. We focus on the crossing indicated by o. 
The incoming road from point a to point o (a portion of Via Mauri, that we call road a – o) is 
very short and connects Via Picenza to Via Parmenide. The incoming road from point b to 
point o (that we call road b–o) is a part of Via Parmenide. Crossing o is ruled by a traffic 
light, with a cycle of 120 seconds, where the phase of green is 15 seconds for drivers, who 
travel on the road a – o. It is evident that such situation leads to very high traffic densities on 
the road a – 0 as the little duration of green phase does not always allow to absorb queues. 
From a probabilistic point of view, we can say that road b – o has a right of way parameter, 
that is: p = 105

120  = 0.875, while road a – o has a right of way parameter q = 1 – p = 0.125. 

This particular crossing has been studied in order to understand how to improve the 
conditions of traffic in presence of a traffic light. We considered a boundary data 0.8 for 
roads, that enter the junction o and a boundary condition 0.3 for the outgoing road. Figure 5 
(left) reports the functional J1 in optimal, dynamic random and fixed cases. It is evident that 
the optimal case is higher than the fixed simulation (that corresponds to the real case p = 
0.875); hence, actually, Via Parmenide in Salerno does not follow a traffic optimization 
policy. In fact there are some time intervals in which cars are stopped by the traffic light, 
while other roads are completely empty. This situation means that the cycle of the traffic 
light is too long. A solution could be to reduce the cycle or substitute the traffic light with a 
stop sign. 
Simulations show that dynamic random algorithms and optimization approaches are totally 
different for Via Parmenide, respect to Re di Roma square. This is due to the nature itself of 
the dynamic random simulation (Figure 5, right), that is similar to a fixed case with p = 0.5, 
which is the minimum for J1. For Via Parmenide, only one traffic parameter is used, whose 
analytical optimization gives a solution far from 0.5; hence, the dynamic random simulation 
and optimal ones cannot be similar. 
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Fig. 5. Left: behavior of J1 for Via Parmenide crossing. Right: behavior of J1 for Via Parmenide 
crossing among the dynamic random simulation (dot dot dashed line) and the fixed 
simulation with p = 0.5 (solid line). 
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The optimizations of local type, like the ones that we are considering here, could not 
necessarily imply global performance improvements for big networks. Table 1 reports the 
distribution coefficients used for simulations of Re di Roma Square. Roads cerveteri_exi, 
albalonga_exi, appia_sud_exi, vercelli, aosta_exi, appia_nord_exi have a boundary data 
equal to 0.4, while the other ones equal to 0.35. 
 

Junction i αiR,(i–1)R αi,(i–1)R 

i = 2 0.866071 0.133929 
i = 4 0.459854 0.540146 
i = 6 0.800971 0.199029 
i = 8 0.730612 0.269388 

i = 10 0.536050 0.463950 
i = 12 0.753927 0.246073 

Table 1. Traffic distribution parameters for junctions of 1 ×2 type in Re di Roma Square. 

We show that for the chosen initial data the algorithm for the maximization of velocity assures 
globally the best performance for the network, also in terms of average times, and kinetic 
energy (see Figures 6 and 7). The goodness of optJ1 for global performances is confirmed by the 
behavior of J2. In fact, optJ2 J7 and optJ6 can let J2 explode, i.e. the traffic circle is stuck and the 
time to run inside goes to infinity. This situation is more evident in the total kinetic energy, J6, 
which tends to zero when optJ1 is not used. This means that the cars flux is going to zero, as 
evident from Figure 8 (left), hence roads inside the circle are becoming full. A consequence of 
this phenomenon is also visible in J7 evolution, that tends to infinity. 
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Fig. 6. Behavior of J1 (left) and J2 (right), using the parameter p which optimizes J1, optJ1, J2 

and J7, optJ2 J7, and J6, optJ6. 
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Fig. 7. Behavior of J6 (left) and J7 (right), using the parameter p which optimizes J1, optJ1, J2 

and J7, optJ2 J7, and J6, optJ6. 
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Fig. 8. Behavior of the optimal cost functionals J3 (left), J4 (central) and SGW (right). 

Observe that the amount of traffic load, visible in J4 (Figure 8 (central)), tends to decrease 
using the priority parameter which maximizes J1. Moreover, the behavior of J5 (Figure 8 
(right)), that measures the velocity variation, indicates that the use of optJ1 leads to more 
regular densities on roads, giving advantages in terms of security. Remember that there are 
no optimization algorithms for the functionals Jk, k =3, 4, 5 and they are computed directly 
using optJ1, optJ2 J7 and optJ6. 

4.2 Optimization of junctions of 1 ×2 type 
We focus on junctions of 1 ×2 type, labelling with 1 the incoming road and with 2 and 3 the 
outgoing ones and we consider α as control. For more details, see Cascone et al. (2008 a). 
Theorem 8 Consider a junction J of 1 ×2 type and T sufficiently big. The cost functionals J1(T), 
J2(T), J6(T) and J7(T) are optimized for α = 1

2 , with the exception of the following cases (in some of 

them, the optimal control does not exist but is approximated ): 

1.     if  
max

max max max max 1
2 1 3 2 22

 ; ,  and γγ γ γ γ α α< ≤ < =  

2.     if  
max

max max max max 1
2 3 1 3 1, ;

2
and γγ γ γ γ α α ε≤ ≤ ≤ = +  

3.     if  
max

max max max 2
2 3 1 max max

2 3
,  ;γγ γ γ α

γ γ
≤ ≤ =

+
 

4.     if  max max max
3 2 1 ,γ γ γ≤ <  we have to distinguish three cases: 

 
• if 2

1 1
2 2,  ;α α ε= = −  

• if 1 2 1
1
2 ,  ;α α α α ε≤ < = +  

• if 1 2 2
1
2 ,  ;α α α α ε< ≤ = −  

where 
max max
3 2

1 2max max
1 1

1 ,  γ γα α
γ γ

= − =  and  ε is small and positive. 

We present simulation results for a road network, that consists of 6 junctions of 1×2 and 2×2 
type, see Figure 9. 
For every junction of 2 ×2 type, we set all the entries of the distribution matrix A equal to 
0.5. Hence, no control is considered for such junctions. The network is simulated in such 
conditions: initial data equal to 0.3 for all roads at the starting instant of simulation (t = 0); 
boundary data of Dirichlet type, equal to 0.45 for road a1, while for roads a3, c2, f1, and f2, we  
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Fig. 9. Topology of the network. 
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Fig. 10. Left. Density ρ (t, x) on roads b1 (from 0 to 1 on the axis x), d1 (from 1 to 2 on the axis 
x) and f1 (from 2 to 3 on the axis x), with α = 0.2 for 1 × 2 junctions. Right. Density ρ (t, x) on 
roads b1 (from 0 to 1 on the axis x), d1 (from 1 to 2 on the axis x) and f1 (from 2 to 3 on the axis 
x), with optimal distribution coefficients for 1 × 2 junctions. 
choose a Dirichlet boundary data equal to 0.9; time interval of simulation [0,T], where  
T = 30 min. We analyzed traffic conditions for different values of α. Figure 10 (left) reports 
the density ρ(t, x) on roads b1, d1 and f1 for α = 0.2, assuming that all roads have length equal 
to 1. High levels of density interest these vertical roads, hence they tend to be more heavily 
congested than others. This can be seen in Figure 10 where, at t = 10, the road f1 is already 
congested with a density value almost equal to 0.9. At t = 25, the intense traffic of roads f1 
propagates backward and influences roads b1 and d1. The traffic densities on other roads is 
very low. 
When we deal with the optimal choice of the distribution coefficients, densities on roads c2, 
e2, f1 and f2 tend to increase. However, the optimal choice better redistributes traffic flows on 
the whole network, as we can see from Figure 10 (right), that shows the car density ρ(t, x) for 
roads b1, d1 and f1. 
Then, we compared three scenarios (α = 0.2, α = 0.8 and optimal α). We concluded that a 
real decongestion effect is evident for optimal distribution coefficients (see Figure 11, that 
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shows the cost functionals J1 and J2). This phenomenon is also evident for the behaviors of J6 

and J7, see Figure 12. In fact, the kinetic energy, represented by J6, tends to zero when 
congestion problems are evident, as in the case α = 0.2. This means that the cars flux is going 
to zero and roads of the network are becoming to be full. An improvement of car traffic is 
obtained for α = 0.8 but the better situation in terms of viability is always reached in the 
optimal case. Indeed, for the cost functional J7, the presence of decongestion phenomena is 
more evident when networks parameters are not the optimal ones. In fact, fixing α = 0.2 and 
α = 0.8, J7 tends to infinity for big times, meaning that the velocity of cars is decreasing, with 
consequent filling of roads. 
The dynamic random simulation follows the behavior of the optimal one, as we can see 
from Figure 13 (left). One could ask if an optimization is necessary, since random choices 
leads to similar functional values. The dynamic random simulation, in the reality of urban 
networks, implies that drivers flow is very chaotic, since drivers choices rapidly change 
during their own travel. Let us show this phenomenon considering the Stop and Go Waves 
functional (SGW). 
Figure 13 (right) shows a great variation of velocity for the dynamic random choice, which 
implies a higher probability of car accidents. Note that the optimal case for SGW is 
simulated according to the optimization algorithm for the cost functionals J1 and J2 (and not 
for SGW itself). 
From a statistical point of view, it is possible to understand why dynamic random 
simulations are very similar to the optimal case for functionals J1 and J2. From Theorem 8, 
the optimal choice for the distribution coefficient is almost always 0.5, and this is the 
expected average value of random choices. 
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Fig. 11. J1 (left) and J2 (right). Solid lines: fixed cases for different values of the distribution 
coefficient; dashed line: optimal simulation. 
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Fig. 12. J6 (left) and J7 (right). Solid lines: fixed cases for different values of the distribution 
coefficient; dashed line: optimal simulation. 
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Fig. 13. Left: comparison among the dynamic random simulation and the optimal case for J1. 
Right: behavior of SGW in the optimal and in the dynamic random case; dashed line: 
optimal simulation. 

5. Optimal distribution of traffic flows at junctions in emergency cases 
The problem we face here is to find the values of traffic distribution parameters at a junction 
in order to manage critical situations, such as car accidents. In this case, beside the ordinary 
cars flows, other traffic sources, due to emergency vehicles, are present. More precisely, 
assume that a car accident occurs on a road of an urban network and that some emergency 
vehicles have to reach the position of the accident, or of a hospital. 
We define a velocity function for such vehicles: 

 ( ) ( )1 ,vω ρ δ δ ρ= − +  (6) 
with 0 < δ < 1 and v (ρ) as in (4). Since ω(ρmax) = 1 –δ > 0, it follows that the emergency 
vehicles travel with a higher velocity with respect to cars. Notice that (6) refers to the 
previous formula coincides with the velocity of the ordinary traffic for δ = 1. 
Consider a junction J with 2 incoming roads and 2 outgoing ones. Fix an incoming road Iϕ, 
ϕ = 1, 2, and an outgoing road Iψ, ψ = 3, 4. Given an initial data (ρϕ,0,ρψ,0), we define the cost 
functional Wϕ,ψ (t), which indicates the average velocity of emergency vehicles crossing 
Iϕ and Iψ: 

( ) ( )( ) ( )( ), , , .
ψ

ψ ψI I
W t t x dx t x dx

ϕ
ϕ ϕω ρ ω ρ= +∫ ∫  

For a fixed time horizon [0,T], the aim is to maximize ∫ 0
T

  Wϕ,ψ (t) by a suitable choice of the 
traffic distribution parameters αψ,ϕ for T sufficiently big. 
Assigned the path consisting of roads 1 and 3, the cost functional W1,3 (T) is optimized 
choosing the distribution coefficients according to the following theorem (for more details 
see Manzo et al. (2010)). 
Theorem 9 For a junction J of 2 ×2 type and T sufficiently big, the cost functional W1,3 (T) is 

maximized for 
max max
4 4
max max
1 1

1 ,  0 1 ,γ γα β
γ γ

= − ≤ < −  with the exception of the following cases, where the 

optimal controls do not exist but are approximated by: 
• max max

1 2 1 4,  ,   ;ifα ε β ε γ γ= = ≤  
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Fig. 14. Topology of the cascade junction network. 

• 
max max

max max max3 3
1 2 1 3 4max max max max

3 4 3 4
,  ,   ,ifγ γα ε β ε γ γ γ

γ γ γ γ
= − = − > +

+ +
 

for ε1 and ε2 small, positive and such that ε1 ≠ ε2. 
Consider the network in Figure 14, described by 10 roads, divided into two subsets,  
R1 = {a,d, e, g, h, l} and R2 = {b, c, f , i} that are, respectively, the set of inner and external roads. 
Assuming that the emergency vehicles have an assigned path, we analyze the behavior of 
the functional: 

( ) ( ) ( ) ( ).ac ef hiW t W t W t W t= + +  

The evolution of traffic flows is simulated using the Godunov scheme with Δx = 0.0125, and 
Δt = 2

xΔ  in a time interval [0,T], where T = 100 min. Initial and boundary data are chosen in 
order to simulate a network with critical conditions on some roads, as congestions due to 
the presence of accidents (see Table 2). 
 

Road Initial condition Boundary data 
a 0.1 0.1 
b 0.65 0.65 
c 0.75 / 
d 0.95 0.95 
e 0.2 0.2 
f 0.65 / 
g 0.95 0.95 
h 0.25 0.25 
i 0.55 0.55 
l 0.95 0.95 

Table 2. Initial conditions and boundary data for roads of the cascade junction network. 

Figure 15 shows the temporal behavior of W(t) measured on the whole network. As we can 
see, the optimal cost functional is higher than the random ones, hence the principal aim is 
achieved for the chosen data set. Notice that, in general, optimal global performances on 
networks could also not be achieved, as the traffic state is strictly dependent on initial and 
boundary data. 



 Urban Transport and Hybrid Vehicles 

 

124 

 
 

20 40 60 80 100
t (min)

4.25
4.5
4.75
5

5.25
5.5
5.75
6
W (t)

20 40 60 80 100
t (min)

5.4

5.5

5.6

5.7

5.8

5.9
W (t)

 
 

Fig. 15. Evolution of W(t) for optimal choices (continuous line) and random parameters 
(dashed line); left: behavior in [0,T]; right: zoom around the asymptotic values. 

6. Conclusions 
Traffic regulation techniques for the optimization of car traffic flows in congested urban 
networks was considered. The approach used for the description of traffic flows is of fluid-
dynamic type. The main advantages of this approach, with respect to existing ones, can be 
summarized as follows. The fluid-dynamic models are completely evolutive, thus they are 
able to describe the traffic situation of a network at every instant of time. This overcomes the 
difficulties encountered by many static models. An accurate description of queues formation 
and evolution on the network is possible. The theory permits the development of efficient 
numerical schemes also for very large networks. This is possible since traffic at junctions is 
modelled in a simple and computationally convenient way (resorting to a linear 
programming problem). The performance analysis of the networks was made through the 
use of different cost functionals, measuring car average velocity weighted or not weighted 
with the number of cars moving on each road, the average travelling time, velocity 
variation, kinetic energy, etc. Exact analytical results were given for simple junctions of 1 ×2 
and 2 × 1 type, and then used in order to simulate more complex urban networks. Moreover 
the problem of emergency vehicles transit has been treated. The problem has been faced 
choosing a route for emergency vehicles (not dedicated, i.e. not limited only to emergency 
needs) and redistributing traffic flows at junctions on the basis of the current traffic load in 
such way that emergency vehicles could travel at the maximum allowed speed along the 
assigned roads (and without blocking the traffic on other roads). All the optimization results 
have been obtained using a decentralized approach, i.e. an approach which sets local 
optimal parameters for each junction of the network. In future we aim to extend the 
optimization results to more general junctions and to explore global optimization 
techniques. In addition, the definition and optimization of functionals which take into 
account the emission and propagation of pollutants produced by cars might provide 
powerful technological tools to rationalize the design and use of public and private 
transportation resources, and to reduce unpleasant effects of urban traffic on the 
environment. 
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1. Introduction      
The current energy scenery is dominated by fossil fuels, especially oil. This dependency is 
turning critical due to the reducing reserves, uncertain oil resources, and political and 
economical ramifications of a concentration of fossil fuel reserves in a limited number of 
regions. The transportation sector is especially affected by this situation and needs to 
develop new energy vectors and systems to reduce the oil dependency whilst attending to 
environmental issues.  Therefore, vehicle manufacturers are turning to hybrid and electric 
vehicles. Hybrid vehicles combine an internal combustion engine (ICE) with energy storage 
systems, which allows reducing the installed power of the ICE, and consequently the fuel 
consumption and pollutant emissions. With this power train, the user is capable of driving 
in a pure electric mode, through the energy storage system (normally batteries), or in a 
hybrid mode with both ICE and storage for more challenging driving cycles.  
Electric vehicles are especially interesting due to the exclusion of the ICE, which reduces to 
zero the emissions, and presents a higher efficiency of the power train and environmentally 
friendly operation. However, even if these reasons are activating its interest, there are 
several drawbacks which should be solved before reaching a mass production scale. Some of 
these issues include the development of energy technologies able to guarantee an adequate 
vehicle range, attractive power ratings and safe, simple and fast recharge.  
Nowadays there is no electric energy storage technology which can exhibit both high energy 
and power densities, necessary to meet range and accelerating requirements. Therefore, 
there is an intensive research to develop new materials for electrochemical energy devices 
and to hybridize electrochemical energy systems to reach the necessary power and energy 
specifications. The most popular technologies are Ni-Mh and Li-based batteries, which 
present higher energy densities than classic Pb-acid batteries. However, these technologies 
cannot achieve the range obtained with fossil fuels. Therefore, other energy systems, such as 
fuel cells or flow batteries are being studied as part of a hybrid electric vehicle power train. 
Finally, this energy system research should be done taking into account the particular 
situation of transportation, where the weight, volume and cost of the systems included are 
relevant for a successful and massive use of the electric vehicle. To carry out this research in 
the final application stage of electrochemical systems, it is necessary to be able to test, model 
and simulate this system in real operating conditions. 



 Urban Transport and Hybrid Vehicles 

 

128 

Electric vehicle development can be highly expensive and complex if the power train is 
considered as a whole during laboratory tests, when the objectives are the evaluation of 
alternative designs. Different testing approaches can be used for this purpose: from the pure 
simulation to the real hardware testing. The pure simulation can present some problems, 
such as non-realistic scenarios or excessive simplification which can later provoke problems 
in the integration of the real system. On the other hand, real hardware testing can be 
expensive, even if highly accurate. That is why intermediate approaches, such as hardware-
in-the-loop (HIL) simulation, in which some hardware elements are integrated into a real-
time simulation, can be very recommendable.  
This chapter presents a HIL simulation platform for hybrid electric vehicles, taking into 
account different technologies, studying how the control strategy selected affects each of the 
systems involved. 

2. Testing methods 
Most testing methods can be classified as: 
1. Pure simulation: The testing of the complete system is done exclusively through 

software. Therefore, the cost is relatively low as the resources needed are computers 
and specific software to carry out the simulation. Even if the programming can present 
its own problems, in general, this procedure is simpler than the rest of approaches, but 
is also less accurate due to the impossibility to compare it to real measurements. 

2. Hardware-in-the-loop (HIL): In the HIL simulation (Maclay, 1997) part of the system is 
simulated and part is real hardware. This increases the accuracy and adds real 
measures to the pure simulation previously mentioned. Moreover, no highly detailed 
models have to be included nor any highly complex hardware system is used. Of 
course, it also increases the complexity due to the hardware inclusion; however, as 
hardware is only one part of the system it is still feasible without increasing excessively 
cost and complexity. It is especially useful for hybrid energy sources and electric drives, 
as explained and classified by Bouscayrol (Bouscayrol, 2008). This classification is done 
considering the type of signal which interacts between the simulated and hardware 
system, as shown in Fig. 1: 
a. Signal level HIL: The first type is the signal level HIL simulation. As seen in Fig. 1 

the hardware element is a control scheme or similar, which interacts through 
control signals with the simulated environment (electric machine, mechanical load 
or power electronics). In this case, a control scheme can be tested without actually 
setting up a complex and expensive laboratory test bench due to the fact that the 
control schemes only need a processor and computer. This approach has been 
applied, e.g. for power electronics testing (Lu et al., 2007). 

b. Power level HIL: In this case one of the simulated systems is substituted by the 
hardware real system, whilst the rest remains simulated. Now the simulated and 
physical system also require power signals, as shown in Fig. 1. This approach is 
being increasingly used for highly complex systems, such as vehicles, electric 
drives or even ships (Ren et al., 2008). 

c. Mechanical level: At this level the whole drive (control, power electronics and 
electric machine) is hardware. The simulated load is setup with a mechanical load 
or another electric machine. Therefore, both hardware and simulated elements 
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interact mechanically, through the shaft, as depicted in Fig. 1. This mechanical level 
simulation can be interesting for vehicular applications, such as the diesel hybrid 
(battery) vehicle case carried out by Trigui (Trigui et al., 2007). 

 

 
Fig. 1.  Hardware-in-the-loop classification in a) signal, b) power and c) mechanical levels 

3. Pure hardware: In the pure hardware case, the complete hardware setup of hybrid 
systems presents some drawbacks which cannot be ignored, such as high costs of the 
elements under test, the infrastructure and security requirements (especially for a 
hydrogen storage and supply system) and the complexity associated to the performance 
of the test when a high number of elements are involved. Moreover, each change in the 
simulation may require a re-design and new setup, with the associated time and cost. 

Seen this classification, each HIL type can be applied depending on the final objective of the 
simulation. The power and mechanical level are particularly useful to simulate energy 
systems, such as those which can be found in an electric vehicle (batteries, ultracapacitors, 
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fuel cells, etc.). Even if the mechanical HIL simulation can be more easily found in literature 
(Winkler & Gühmann, 2006) (Timmermans et al., 2007) it presents some drawbacks which 
can be solved in the HIL power level. These drawbacks are due to the presence of two 
electric machines, which increases the cost, infrastructure and complexity of the setup. 
Because the power level avoids the use of electric machines, the approach to the test bench 
developed can be focused on the energy systems tested, more than on the mechanical part. 

3. Sizing the HIL simulation platform   
To cope with systems where different currents, powers and voltage levels are involved, 
power engineers make an extensive use of the per-unit system (p.u.). The application of the 
p.u. system implies the adoption of a set of base values, to which the different magnitudes 
are referred. Therefore, the p.u. system variables become dimensionless values, allowing a 
much easier comparison between different alternatives and yielding more meaningful 
conclusions. The electric variables in a power system are power, voltage, current and 
impedance and a mathematical relationship between them can be found. As there are four 
different, but interdependent variables, it is a two degree of freedom system in which once 
two of the base values are defined, the other two can be obtained with: 

 P U I
U I Z
= ⋅
= ⋅

  (1) 

The choice of the base values is an arbitrary decision; however, for a particular component it 
is usual to select its rated values as base values. For example, in a generator with rated 200 
MVA and 20 kV voltage, the base power and voltage can coincide with its rated values. 
Hence, the base current and impedance can be calculated as: 
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For this example, if an element consumes 20 MW, the p.u. power will be 0.1 p.u, which gives 
an understandable measure of the power consumed compared with the rated value. 
However, the classical version of the p.u. system does not include the presence of elements 
with energy storage, as therefore, a base capacity in A· h or C should be taken into account 
(Gauchia & Sanz, 2008). Hence, it is essential to introduce in the base system the concept of 
capacity and time, which are related with the discharge duration according to the Peukert 
equation (Peukert, 1897). C is the battery capacity, I the current and pc the peukert 
coefficient (usually between 0.5 and 2), which is unique for each technology and model. The 
equation reveals that the available capacity at constant discharge current is reduced for 
increasing discharge rates.  

 1 constantpcC I −⋅ =   (4) 

Therefore, a new set of base magnitude which includes a base capacity Cb related to a 
discharge time tb must be created. Known the base capacity and the discharge time 
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(information which can be easily found in the data sheet handed by the manufacturer), the 
base current can be obtained with (5). 

 ( ) b
b

b

CI A
t

=   (5) 

Therefore, the base system for the HIL simulation would include the variables in Table 1. 
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Table 1. Base variables for a HIL simulation which includes energy storage systems. 

Any system attributes, as dynamic models, control, setup, results and conclusions expressed 
in p.u. values are also valid for absolute values, as it does not modify the nonlinear or 
particular characteristics of the element modelled. In the frame of a HIL simulation, the 
expression of variables in p.u. can be a very simple and effective way to introduce scaling 
factors to convert simulated physical variables into full-size physical ones. 

4. Software and hardware elements of a HIL simulation 
A HIL simulation is a flexible way of testing elements which are part of a complex system. 
Depending on the research interests, a decision must be made about which elements should 
be simulated and which should be included directly as hardware. When the focus is put 
directly on the energy systems, it is interesting to include one or more of them as hardware 
in order to have real information about its operation, whilst the rest of the system can be 
simulated through software and or hardware elements. When the energy system is the 
result of an integration of different energy elements, the possibilities of simulated/hardware 
elements increases significantly.  

4.1 Case studied 
The case studied is depicted in Fig. 2 and represents a hybrid electric vehicle, whose power 
source is the parallel combination of a fuel cell and battery. The hybrid combination of these 
two electrochemical energy systems allows to increase the vehicle range and to increase the 
efficiency, due to the variable driving cycles which can be found. Usually, a vehicle power 
load profile is formed by a relatively low base power (cruising) with very high abrupt 
power peak loads (acceleration and overtaking). In vehicles with internal combustion 
engines, the average power generated by the engine is considerably lower than its 
maximum power. If the internal combustion engine is substituted by a hybrid system fuel 
cell/energy storage, the primary system (fuel cell) can have a lower installed power due to 
the presence of the energy storage. 
The fuel cell can supply the power needed for the base power load, however it cannot 
follow highly dynamic changes in the instantaneous power load. Fast energy storage 
devices, such as batteries or ultracapacitors can supply the power requested by the peak 
loads, but they suffer from serious capacity shortage for the supply of the long term energy 
(Nelson, 2000). As neither the fuel cell nor the fast energy storage devices can supply  
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Fig. 2. Case studied: fuel cell-battery hybrid electric vehicle 
individually the whole power load, hybridization between both devices is needed. This is, of 
course, one of the possible alternatives, but it represents the most essential aspects of the 
problem. 
The batteries present a wide variety of commercial technologies; however, especially 
designed for traction purposes lead-acid batteries are due to their maturity and robustness, 
as well as to their ability to supply very high current peaks. However, they may be replaced 
by ultracapacitors or by other battery technologies (Lukic et al., 2008), such as Ni-Mh or Li-
ion, the latter being likely the most frequent choice in the next future. Once the elements of 
the hybrid system have been identified two relevant decisions must be made when 
designing a HIL simulation. The first one is related to which components should be 
simulated or implemented by hardware. 
This choice is based on the flexibility, cost and complexity which each system adds to the 
whole HIL simulation. For example, a fuel cell is a complex and high cost system which 
needs special environments and installations due to the presence of hydrogen. Therefore, 
this system is a good candidate for being included as simulated in the HIL system. On the 
other hand, energy storage systems, such as batteries (or supercapacitors) are modular 
systems which do not require a specific installation and present a lower cost, simple 
operation and flexibility. Therefore, they are suitable for being part of the hardware systems 
in the HIL simulation, especially for electrical or electronic research laboratories, which are 
not specifically designed to operate with hydrogen-fed systems. 

5. Vehicle modelling 
As seen in previous sections, the case studied is a fuel cell/battery vehicle, which is 
simulated through HIL, with a real battery and simulated fuel cell and vehicle. The 
simulated fuel cell and vehicle must be done in order to allow a feasible, robust and realistic 
approach to the real hybrid system. For the purpose of this type of simulation a simplified 
model for the mechanical part of the vehicle (vehicle forces, gear box and electric machine) 
may be used. The vehicle power requirements can be calculated through the resistance 
forces (Gillespie, 1992) which must be overcome by the vehicle power sources to move the 
vehicle at the desired speed. These resistance forces are normally calculated while the 
vehicle is being driven uphill, as shown in Fig. 3. 



Dynamic Modelling and Simulation of Electrochemical Energy Systems for Electric Vehicles   

 

133 

 
Fig. 3. Resistances to movement present in a vehicle driving uphill. 

The resistance forces (6) represent the gravitational force, which depends on the vehicle 
mass m, the gravitational acceleration g and the slope angle Θ. Fa represents the acceleration 
resistance, which depends on the mass m and the vehicle acceleration a. The drag resistance 
Fdrag depends on the air density air, the vehicle frontal surface A, the drag coefficient Cd and 
the vehicle speed v. Finally, the rolling resistance Froll depends on the weight, the slope angle 
Θ, the static friction coefficient f0 and the dynamic friction coefficient fv (see Table 2).  
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Parameter Symbol Quantity 

Vehicle mass (kg) m 1000 
Frontal surface (m2) A 1.8 

Drag coefficient Cd 0.19 
Copper losses kc 0.3 

Iron losses ki 0.01 
Winding losses kw 0.000005 
Electronic losses EL 600 

Table 2. Vehicle parameters 

Electric power trains admit different electric machine technologies, such as induction 
machine, permanent magnets, switched reluctance, etc. as described by (Ehsani et al., 2007). 
When the focus is put on the implementation of a flexible test bench which allows both 
stationary and vehicular applications, the electric machine can be taken into account as a 
system which introduces an efficiency factor between the power requested by the vehicle 
and the power supplied by the fuel cell/battery system, centring the attention on the energy 
sources dynamic behavior and time window. In (7), T is the torque needed to move the 
vehicle at the requested speed; ω is the electric machine rotational speed, which depends on 
the gear ratio, kc, ki and kw represent the copper, iron and windage coefficient losses. The 
values for these coefficients are detailed in Table 2. 



 Urban Transport and Hybrid Vehicles 

 

134 

5.1 Vehicle simulator 
The vehicle simulator presented by other authors, such as (Winkler & Gühmann, 2006) or 
(Timmermans et al., 2007) are constituted by electric machines working against a brake. The 
inclusion of this electric machine results in a high cost and complex HIL system. 
The electric machine and brake can be substituted it by a controlled combination of 
programmable electronic load and power source. The dc electronic load (Chroma 63201) acts 
as a sink for the power generated by the energy sources, whilst the dc power source 
(Sorensen SGI) can generate regenerative braking by injecting power to the dc bus to which 
the energy sources are connected. It is important to take the regenerative braking into 
account as it has an important impact on the battery state of charge (SoC) and the vehicle 
range due to the recharging cycles. This vehicle simulator adds flexibility to the whole test 
bench, as any load power cycle (stationary or vehicular) can be simulated without altering 
the load simulator. 
The layout of the vehicle emulator, shown in Fig. 4, is composed by a software and 
hardware simulation of the vehicle. The software part includes the driving cycle, vehicle 
resistive and traction forces, gear ratio and electric machine efficiency and torque. Once the 
speed driving cycle is transformed to a power or current profile, this profile is used to 
control externally both the electronic load and power source. The control of both the 
electronic load and power source is done analogically; through a 0-10 V signal which 
programs the equipment from 0-100% of its rated value.  
The power generated by the simulated fuel cell and the physical battery is absorbed by the 
electronic load according to the programmed power cycle. The dc power source of the load  
 

 
Fig. 4. Vehicle simulator proposed 
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simulator will only inject power in the dc bus during regenerative braking peaks. This 
power is used to recharge the battery. The power source is protected with a power diode 
which prevents current from sinking to the power source. The communication between the 
software and hardware part of the load simulator is done in real-time, as explained later. 

6. Fuel cell modelling 
This section presents a critical review of the fuel cell modelling techniques proposed by 
other authors, useful for the testing of hybrid energy systems. 
The operational principle of fuel cells is based on electrochemical phenomena, but other 
processes, such as thermal, chemical, electric, fluid dynamic, etc. are also present. If all these 
phenomena should be taken into account at a time, the modelling process would result too 
complex and time consuming. When applying modelling and engineering processes, 
different approaches can be considered, depending on the final use given to the model 
developed. For example, fluid dynamic, thermal, chemical and electrochemical approaches 
are very adequate for the development stage of electrochemical system. But for the 
application stage, in which the electrochemical system has to interact with the load to which 
it is connected, an electric modelling of the system could be more adequate. Therefore, in 
this section we will focus on those models more suitable for a seamless integration into an 
electric simulation tool.  
Engineering models would be useless if the numerical values of their parameters could not 
be determined through measures. For conventional systems (electric machines, combustion 
engines, transformers, etc.) whose mathematical models are perfectly defined, there are set 
of established tests, which allow obtaining the characteristics which define the system under 
study. Electrochemical systems can be also subjected to a series of tests which allow 
modelling their electrical behavior. Unlike conventional systems, the structure and 
mathematical models are still not universally defined, nor the test procedure or parameter 
obtention univocally established.  

6.1 Modelling techniques: time vs. frequency domain test 
The tests needed to obtain the dynamic models can be carried out either in the time or 
frequency domain. One of the most extended time domain tests is the current interruption 
test, whilst the most popular frequency domain test is the electrochemical impedance 
spectroscopy (EIS). The current interruption test is a time domain test in which the system 
under study is kept at its operation point (constant current load) until it reaches stationary 
state. Once reached, the current load is abruptly interrupted, allowing the study of the 
voltage evolution. Because electrochemical systems operate in direct current (dc), this test is 
carried out applying a dc current and measuring the dc voltage. The advantage of this 
modeling technique is its simplicity, both in setup and control. However, there are several 
drawbacks. One of them is that the model precision depends heavily on the correct 
identification of the point in which the voltage evolution changes from vertical to nonlinear. 
An imprecise calculation will cause the incorrect calculation of the voltage drops and the 
time constant. Finally, this method does not add significant information about the internal 
processes present in any electrochemical system. Some examples of the application of this 
method to fuel cells can be found in (Reggiani et al., 2007), and (Adzakpa et al., 2008). 
Whilst current interruption is carried out in the time domain and with direct current, EIS is a 
frequency domain test which needs the application of alternating current and voltage. EIS 
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tests also seek to calculate the impedance of the system under study. But the most important 
advantages of frequency domain tests is the richer information obtained and the simpler 
data processing (if the adequate software is used).  
Electrochemical systems present a nonlinear characteristic curve, but can be linearized if 
small variations are taken into account, as done with small signal analysis. To keep linearity 
during the tests, the ac signals applied are small enough (e.g. 5% of the rated voltage). 
During EIS tests the ripple (either current or voltage) is applied to the electrochemical 
system. This ripple will cause the system to react, generating an ac voltage (if the excitation 
signal is current) or ac current (if the excitation signal is voltage). The ripple can be applied 
with a fixed (not usual) or variable frequency, which in the variable case can be 
programmed as a sweep. If the imposed ripple is current, it is said to be a galvanostatic 
mode EIS, whilst if it is a voltage signal it is called a potentiostatic mode. The selection 
criteria to chose between one mode or another is frequently the control mode of the system 
under test. For example, the fuel cell current is more easily controlled than the voltage. 
Hence, it would be easier to apply a galvanostatic (current control) mode. 
Electrochemical systems generate direct current, therefore, it is unavoidable to have both dc 
and ac signals while carrying out EIS tests. The dc level is used to keep the electrochemical 
system at its operation point, but it is not considered for the impedance calculation, in which 
only the ac signals are involved. This implies that the dc level must be rejected before the ac 
impedance is calculated. A diagram explaining the whole process is presented in Fig. 5. 
 

 
Fig. 5. EIS test procedure 
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EIS tests can be carried out with off-the-shelf equipment: electronic load, signal generator 
and voltage and current transducers. However, the subsequent impedance calculation and 
model extraction is time consuming and complex. Therefore, it is recommendable to use an 
impedance analyzer, which generates the excitation signal and calculates the complex 
impedance by measuring the current and voltage. 
After the EIS test is carried out, the data must be processed. Normally the impedance 
analyzer includes a software package to do it. The data are rendered in a text file, which is 
traduced by the software to a Nyquist and Bode plot. Known these two plots, specially the 
Nyquist plot, the user can define an equivalent circuit, which the programme fits to the 
experimental results. 
The most frequently used elements are resistances, capacitors and inductances. The 
resistance is represented by a point on the abscissa axis, with no imaginary part. Ideal 
capacitances or inductances correspond to vertical lines on the diagram. These ideal 
elements are rarely, if ever, found. It is more frequent to encounter real systems, which 
include the association of two or more of these elements, as presented in Fig. 6. The abscissa 
axis represents the real part of the complex impedance (Z'), whilst the ordinate axis is the 
imaginary part (Z"), so that the impedance is Z=Z’+jZ”. To facilitate the interpretation of the 
Nyquist plots, the upper part of the imaginary plot corresponds to the negative imaginary 
part (-Z"). 
 

 
Fig. 6. Nyquist plots for combined ideal elements 
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For electrochemical systems, classic electric elements (resistances, capacitors and 
inductances) may not be enough to represent their internal behavior, due to, for example, 
diffusion phenomena. Most electrochemical systems use porous or rough materials for the 
electrode manufacture, which affect the diffusion of reactants. As stated by Barsoukov 
(Barsoukov & Macdonald, 2005), diffusion causes an effect similar to a finite transmission 
line: the answer of the output to an electric stimulation is delayed, compared to the input. 
Therefore, the electrochemical system will present a distributed equivalent circuit. The exact 
impedance cannot be represented as a infinite number of equivalent circuits, so for 
computational sake, it is normally limited to a finite number. 

6.3 Fuel cell model 
A PEM fuel cell is an electrochemical system which produces the electric power through its 
principal component: the stack. But the stack needs auxiliary systems, such as fan, 
compressor, filter, etc. in order to keep the stack environment in the correct operating 
conditions. Hence, the PEM fuel cell behavior presents thermal effects due to the heat 
generation, fluid dynamics present by the water and gas transport, electrochemical reactions 
in the stack, electrical phenomena, etc. The fluid, thermal and electrochemical approaches 
are specially useful for the development stage of fuel cells. But for the integration in its final 
application it is more useful an electric model, which can easily interact with the rest of 
electric models: electric machines, grid, power converters, etc. Therefore, in this chapter, an 
electric model will be developed. This electric model will adopt the form of an equivalent 
circuit which will be able to reproduce its voltage dynamic performance. The parameters of 
the resulting equivalent circuit will be obtained through electrochemical impedance 
spectroscopy EIS tests. Even if the work is applied to a PEM fuel cell due to its low operation 
temperature, which is ideal for transportation system, the experimental methodology and 
results can be extended to other technologies such as SOFC, DMFC, PAFC, etc. 
The PEM fuel cell studied in this case is a 1.2 kW Nexa Ballard fuel cell which operates with 
direct gaseous hydrogen at its anode and air at its cathode. 
The frequency electrochemical impedance spectroscopy (EIS) tests were carried out for 10, 
20, 30, 40, and 50 A with a frequency interval of 0.5 Hz-6 kHz. The lower limit was chosen at 
0.5 Hz as any frequency lower would increase the test time. The higher frequency limit was 
selected at 6 kHz as higher frequencies would not add relevant information to the model 
and as the fuel cell, by nature, will never supply high energy peaks during very fast 
transients. Fig. 7 represents the connections of the experimental test carried out. Throughout 
the tests the fuel cell is supplied with hydrogen stored at 200 bar. Moreover, the fuel cell 
communications systems needs a 24 V supply system, therefore a remote controlled power 
source is used. 
The impedance analyzer controls the dc load through its software Zplot™, which establishes 
the ac and dc current which must be generated by the fuel cell. Both the current and voltage 
are measured by the impedance analyzer through the terminal V1 and V2 respectively. 
Later, the software ZView™ processes the experimental results. 
The information obtained by ZView™ are the parameters of the equivalent circuit (depicted 
in Fig. 8) of the PEM fuel cell for the load current tested. Known all these parameters, the 
relationship of each parameter with the current can be obtained. 
Where E represents the open circuit voltage of the fuel cell, which depends on the standard 
reversible voltage E0, the partial pressures of hydrogen pH2, oxygen pO2, and water pH20, as 
well as on the number of cells N, the ideal gas constant R, the temperature T, and the 
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Fig. 7. EIS experimental test setup 
 

 
Fig. 8. Fuel cell equivalent circuit 

Faraday constant F. The series resistance Rohm reflects the sum of the electrode internal 
resistance and the resistance to the flow of protons inside the membrane. L represents the 
inductive behavior of the fuel cell at high frequencies and the network R1CPE represent the 
dynamic behavior of the double layer capacitor which is situated between each electrode 
and the electrolyte. A constant phase element (CPE) is an element which represents the 
electrode roughness and inhomogeneous distribution of reactives on the electrode surface. 
As a CPE is not a physical electric element (Kötz & Carlen, 2000), it can be approximated by 
an equivalent capacitor C1. Once known the equivalent circuit of the fuel cell, the fuel cell 
output voltage can be calculated with: 
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A Matlab™/Simulink™ model of the fuel cell was programmed. In Fig. 9 experimental and 
model results are compared when a dynamic current is requested to the fuel cell. It can be 
observed that the model follows adequately the real fuel cell dynamic behavior. The 
discrepancy between the model and experimental results is due to the differences of the real 
and simulated temperature during very high currents. When the fuel cell stack reaches 65 ºC 
the cooling fan increases its duty cycle in order to cool the stack. 
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Fig. 9. Model validation 

6.4 Fuel cell simulator 
The fuel cell simulator is based on the dynamic nonlinear model obtained previously, which 
is fed to a dc power source which emulates its behavior. The fuel cell system simulator is 
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formed by a programmable dc power source (Sorensen DCS20-150E) which is programmed 
with a 0-10 V signal for the output voltage and with a 0-10 V signal for the output current 
limit, allowing the voltage and current control of the fuel cell, just as it happens when the 
fuel cell is connected to a dc-dc power converter. These values are established by the control 
system, depending on the vehicle driving cycle and the battery state of charge, as explained 
later. The model presented in the previous subsection is implemented in Matlab™/Simulink™ 
and fed to the dc power source, as shown in Fig. 10. Just as in a physical fuel cell system, the 
power source which simulates the fuel cell operation is protected against sinking currents 
by a power diode. As in the case of the vehicle simulator, the interaction between the 
software and hardware simulation of the fuel cell system is done in real-time. 
 

 
Fig. 10. Fuel cell simulator 

 
Fig. 11. HIL test bench power connections 

7. HIL test bench 
7.1 Power connections 
The energy storage subsystem of this hybrid energy application consists of a Maxxima 
Exide-Tudor sealed lead-acid battery of 12 V, 50 Ah (20 h) connected in parallel to the dc 
bus. The power connections for the whole test bench are depicted in Fig. 11. As it can be 
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observed, multiple power sources are connected in parallel. However, this presents no 
inconvenience in terms of voltage or current establishment. This is due to two facts. The first 
one is that the vehicle simulator (dc electronic load + power source) is current controlled, 
and therefore adapts to the voltage imposed by the hybrid energy system and hence, no 
ideal voltage sources are directly connected in parallel. The power source which simulates 
the fuel cell acts as a voltage or current source, depending on the load power requirements. 
Besides, both the simulated fuel cell and the battery show a non-negligible variable series 
impedances. 

7.2 HIL acquisition system 
An acquisition system is necessary to register the evolution of the different devices 
involved. LEM™ transducers are used to measure the dc bus voltage, as well as the 
simulated fuel cell, dc electronic load and dc power source which emulate the vehicle and 
battery current. The signals are acquired through an input/output board DS 2201, which is 
connected to its connector panel CP 2201. Both elements are part of a dSpace™ real-time 
control and acquisition system. 

7.3 HIL control system 
Hybrid systems accept a variety of control schemes, as for example (Thounthong et al., 
2006), (Jiang et al., 2005), (Jiang & Fahini, 2009) or (Gao & Ehsani, 2009). The objective of the 
control system presented is to test the HIL test bench itself, in order to demonstrate its 
feasibility. Due to the fact that the energy system is hybrid between a simulated fuel cell and 
a physical battery, the control applied in this case will analyze and quantify the power share 
between the simulated fuel cell system and the real battery. Because the fuel cell system is 
not able to supply high energy peaks, the fuel cell system will be assigned the role of 
supplying the average power. With this strategy, the simulated fuel cell can be kept at or 
near the most efficient operation point. The power peaks will be supplied by the battery, 
which has a much faster response. The result is the simulated fuel cell feeding the average 
load power and recharging the battery during low current consumption periods, and the 
battery supplying power peaks and accepting energy during regenerative braking. Thence, 
it is possible to have a total control of the hybrid system by what could be called the "energy 
management mode" (EMM) of the system, which will depend on the type of control 
selected: fuel cell optimization, battery SoC, etc. The battery SoC at any instant must be 
calculated (8) and controlled. 

 1(%) ( ) 100t t
n

SoC SoC I t dt
C
η

−= ± ⋅ ⋅ ⋅∫   (8) 

The SoC calculation takes into account the charging efficiency and the battery rated capacity 
Cn. As reflected in the second addend of (8), the charged capacity depends on the charge 
effciency. The sign of the second addend depends on the battery operation mode: it is 
positive for charge and negative for discharge.  
The complete Matlab™/Simulink™ programme is shown in Fig. 12. The control system is 
implemented in a real-time platform as a general-purpose operating system does not have a 
consistent, repeatable, and known timing performance. The real-time platform is based on a 
dSpace™ Modular Hardware formed by an expansion box PX10, with a digital signal 
processor DSP DS 1006. The DSP communicates with the host computer through an optical 
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cable and a PCI board. The dSpace and the host computer carry out task sharing, as the 
dSpace hardware performs the real-time calculation and the host computer provides the 
user interface and the experiment environment. The DSP DS 1006 is built around an AMD 
Opteron processor which runs at 3 GHz and has 256 MB as local memory for the execution 
of real-time models, 128 MB of global memory to exchange data with the host computer and 
2 MB of flash memory. The I/O boards can be programmed using Matlab™/Simulink™ 
and Real Time Interface (RTI). The program developed is executed with a fixed step 1 ms 
and a fourth order Runge Kutta algorithm. The 1 ms time step selected is smaller than the 
vehicle (seconds), fuel cell (20 ms for the model used) and battery (10 ms for the battery 
used) time constant, and can therefore capture the dynamic operation of any system 
involved. Smaller time steps could lead to heavy experimental data files (e.g. over 1 million 
samples were recorded for each signal captured during the test carried out.) Fig. 13 presents 
the layout and photograph of the whole HIL simulation. 

 
Fig. 12. HIL Matlab™/Simulink™ programme 

 

 
Fig. 13. Complete HIL setup and photograph 
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7.4 Energy management modes EMM’s 
In a hybrid system, a wide range of control schemes could be implemented, depending on 
the objective: maximum range, minimum fuel consumption, minimum SoC variation, etc. 
This wide range of control schemes is due to the hybrid nature of the system, with one 
source able of supplying long term load (fuel cell) and another source capable of supplying 
shorter term loads (energy storage system). With these different time windows, control 
schemes may benefit one system but penalize the other. Therefore, some type of 
compromise should be reached. 
In this work, two different and representative EMM’s of how a control scheme affects each 
system will be applied: the first one will reduce the hydrogen consumption and efficiently 
recharge the battery, whilst the second one will keep the battery SoC within an established 
interval. Of course, other control schemes could be tested. 
For EMM1, the fuel cell output will vary between two different levels (one low level to 
reduce the fuel consumption and the maximum power point when the load current 
surpasses 100 A) while supplying the load and recharging the battery with a profile where 
the values are selected based on previous experiences with the battery. If the load current is 
smaller than the rated fuel cell current the battery starts a recharge cycle. The charge current 
depends on the battery SoC, as for increasing SoCs the battery voltage increases. The 
recommended charging voltage limit for this battery, as specified by the manufacturer, is 
14.4 V. Due to the fact that the charge effciency decreases dramatically for high SoCs, the SoC 
is kept between 40 %-60 %, as in this interval there is no risk of overcharge or battery 
depletion, which would contribute to shorten the battery life due to gasification or 
sulphatation phenomena. The 60% upper limit for the SoC also assures that the battery will 
be always ready to accept power peaks during regenerative breaking. 
For EMM2, the fuel cell will be kept at its maximum power point, both during the vehicle 
power following and during the battery recharge. Hence, the battery will have to deal with 
the peak transients. If during the driving cycle the battery voltage surpasses the 
manufacturer recommendation (max. 14.4 V or 1.2 p.u.) the control system will reduce the 
fuel cell reference (37.78 A or 2 p.u.) in order to reduce the charge regime or force the battery 
into a discharge cycle, which in both cases will lower the battery voltage. 
In general, for both EMM’s, depending on the drive cycle, the battery could exceed the 
maximum 100% SoC if a low load or high regenerative breaking takes place. Hence, if the 
maximum SoC is exceeded the fuel cell reference will be reduced in order to force the 
battery into a discharge cycle. Also, the fuel cell will be in continuous operation, even 
during short stops, in order to recharge the battery. In this particular case, if the stop time 
exceeds 5 minutes the control system will stop the fuel cell. Moreover, if during the stop 
time the battery SoC exceeds the 80 %, the fuel cell will also stop. 

8. HIL results 
To test the p.u. HIL simulation presented, a driving cycle has been applied to the simulated 
system. The New European Driving Cycle (NEDC) simulates during 1225 seconds an urban 
and suburban route with frequent stops, as it can be seen in Fig. 14. The maximum speed is 
120 km/h.  
With this driving cycle the power requested to the downsized fuel cell/battery system is 
shown in Fig. 15. The maximum downsized power is 2500 W, which corresponds to a real 25 
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kW of the original application. As the simulation is carried out for a smaller system (10:1), 
the results presented are expressed in per-unit values. 
The simulated fuel cell current is measured by a current transducer at the Sorensen DCS 
power source which emulates its behavior for both control schemes. The current profile is 
presented in per-unit values. For EMM1 in Fig. 16 the fuel cell current varies between 1.2 
p.u. and 2 p.u., which are the two levels established. There is also a third level at 0.5 p.u., 
which corresponds to the battery recharge. For EMM2 in Fig. 17 the fuel cell is kept at a 
constant operation point (its maximum power transfer point), which corresponds with a 2 
p.u. current, when the current is referred to the base system. These current values affect the 
hydrogen consumption, which is 2.5e-3 l/s for EMM1 and 3.7e-3 l/s for EMM2. Due to the 
fact that this constant operation of the fuel cell will affect the battery SoC and voltage, the 
control system will measure continuously the battery voltage. It can be observed in Fig. 16 
that when the measured battery voltage surpasses 14.4 V (1.2 p.u.) the fuel cell current 
decreases in order to allow a battery discharge or reduce the recharge level. On the other 
hand, the bus voltage variation for control scheme 1 is lower, as it varies between 0.87 and 
1.2 p.u. 
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Fig. 14. Driving cycle 
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Fig. 15. Downsized power cycle (10:1) 
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Fig. 16. Energy management mode 1 
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For both energy management modes the battery absorbs up to 5 p.u. The battery is 
recharged both from the fuel cell during low loads or during the regenerative braking. As 
the battery is reserved for the high peak currents, the bus voltage presents a variation 
around 1.07 p.u. for EMM1 and around 1.1 p.u. for EMM2. The voltage variation is of 0.33 
p.u. for EMM1 and 0.37 p.u. for EMM2. This voltage variation is a normal situation for a 
battery, which needs to vary considerably its voltage in order to supply the current 
demanded during the charge/discharge cycles. This voltage variation is not so dramatic in 
other energy storage systems. For example, supercapacitors can supply or absorb hundreds 
of amperes during very short time intervals by just varying mV the supercapacitor voltage. 
The battery absorbs the frequent regenerative braking and fuel cell current which keeps the 
battery SoC. However, the two different energy managements affect the SoC in a 
considerable way. For EMM1 the SoC does not vary significantly during most part of the 
cycle, but collapses during the suburban section. EMM2 keeps the battery SoC within more 
appropriate values: 40% (0.4 p.u.) and 52% (0.52 p.u.), which avoids the battery depletion or 
overcharge. The fuel cell power varies around 2.2 p.u., which corresponds to 550 W in the 
downsized system and 5.5 kW in the real application. The battery power can reach nearly 5 
p.u., which is 1250 W in the downsized system and 12.5 kW in the real system. 

9. Conclusion 
Hardware-in-the-loop simulation is a powerful tool for simulating systems with a high 
number of components, which may require a complex and expensive setup. In this chapter a 
HIL simulation has been applied to a fuel cell/battery hybrid vehicle. Unlike other authors, 
the vehicle simulation does not include an electric machine to reproduce the regenerative 
braking. A combined control of a dc electronic load and dc power source allows simulating 
both the vehicle power requirement and regenerative braking. This vehicle simulator can 
easily switch to a stationary load simulator by just changing the programmed power cycle. 
The hybrid fuel cell/battery system is setup as a combination of simulated and real 
hardware systems. The fuel cell simulator can be setup with a programmed dc power source 
which is able to reproduce the fuel cell voltage and current evolution. On the other hand, the 
battery is a simple and modular system which can be easily introduced as hardware. 
The HIL simulation is carried out under a p.u. system, which allows to downsize the  
whole test bench and to study the hybridization between simulated fuel cell and  
battery. Moreover, different control strategies or EMM’s can be tested to simulate different 
scenarios.   
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1. Introduction 
In the future, automobile makers will be required to produce new technologies that reduce 
automotive emissions while still satisfying the ever increasing performance demand of 
drivers. Active safety control systems such as Anti-lock Brake System (ABS), Electronic 
Braking force Distribution (EBD), Traction Control System (TCS) and Electronic Stability 
Program (ESP) need to improve their existing braking functions in order to be truly effective 
in improving driving safety. Therefore, brake systems will need to be faster and more 
sophisticated when controlling braking forces at the wheels. In addition, smaller pedal 
pressure and reduced stroke will be required to produce a larger braking force. With ABSs, 
the surge and fluctuation of pedal force gives the driver an uncomfortable feeling. These are 
only a few of the problems and technical limitations of current braking control systems 
(Semm et al., 2003, Peng et al., 2008). 
Figure 1 shows the development trend of braking control systems. The future development 
in braking technology will progress towards brake-by-wire; therefore, brake manufacturers 
will need to take a greater interest in the development of Electro-Mechanical Brake (EMB) 
systems (Line et al., 2004, Emereole & Good, 2005) 
EMB systems replace conventional hydraulic braking systems by eliminating the hydraulics 
and replacing them with electrical components. They are able to eliminate the large vacuum 
booster found in conventional systems, which helps to simplify production of right- and 
left-hand drive vehicle variants. When compared to conventional braking systems, EMB 
systems offer increased flexibility for components placement by totally eliminating the 
hydraulic system (Nakamura et al., 2002). Figure 2 shows the comparison of EMB and EHB 
(Electro-Hydraulic Brake) systems. 
This paper investigates the modeling and simulation of EMB systems for Hybrid Electric 
Vehicles (HEV). The HEV powertrain was modeled to include the internal combustion 
engine, electric motor, battery, and transmission. The performance simulation for the 
regenerative braking system of the HEV was performed using MATLAB/Simulink. The 
control performance of the EMB system was evaluated via simulation of the regenerative 
braking of the HEV during various driving conditions. 
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Fig. 1. Development trend of brake control systems 
 

 
Fig. 2. Comparison of EMB and EHB systems 
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2. HEV powertrain modeling 
Figure 3 shows the structure of the HEV investigated in this paper. The power source of this 
HEV is a 1.4 liter internal combustion engine and a 24 kW electric motor connected to one of 
the axes. The transmission and braking system are an Automated Manual Transmission 
(AMT) and an EMB system with pedal stroke simulator, respectively. EMB supplies braking 
torque to all four wheels independently, and the pedal stroke simulator mimics the feeling 
of the brake pedal on the driver’s foot. 
 

 
Fig. 3. Configuration of HEV braking control system 

The vehicle controller determines the regenerative braking torque and the EMB torque 
according to various driving conditions such as driver input, vehicle velocity, battery State 
of Charge (SOC), and motor characteristics. The Motor Control Unit (MCU) controls the 
regenerative braking torque through command signals from the vehicle controller. The 
Brake Control Unit (BCU) receives input from the driver via an electronic pedal and stroke 
simulator, then transmits the braking command signals to each EMB. This is determined by 
the regenerative braking control algorithm from the value of remaining braking torque 
minus the regenerative braking torque. The braking friction torque is generated when the 
EMB in each wheel creates a suitable braking torque for the motor; the torque is then 
transmitted through the gear mechanism to the caliper (Ahn et al., 2009). 

2.1 Engine 
Figure 4 shows the engine characteristic map used in this paper. The complicated 
characteristics of this engine are due to many factors, such as fuel injection time, ignition 
time, and combustion process. This study uses an approximated model along with the 
steady state characteristic curve shown in Figure 4. 
The dynamics of the engine can be expressed in the following equation: 



 Urban Transport and Hybrid Vehicles 

 

154 

 ( , )e e e e loss clutchJ T T Tω θ ω= − −   (1) 

where Je is the rotational inertia, ωe is the engine rpm, Te is the engine torque, Tloss is loss in 
engine torque, and Tclutch is the clutch torque. 
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Fig. 4. Engine characteristic map 

2.2 Motor 
Figure 5 shows the characteristic curve of the 24 kW BLDC motor used in this study. In 
driving mode, the motor is used as an actuator; however, in the regenerative braking mode, 
it functions as a generator.  
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Fig. 5. Characteristic map of the motor 
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When the motor is functioning as an actuator, the torque can be approximated using the 
following 1st order equation: 

 _

m

m desired mm

T

T TdT
dt τ

−
=   (2) 

where Tm is the motor torque, Tm_desired  is the required torque, and 
mTτ  is the time constant 

for the motor. 

2.3 Battery 
The battery should take into account the relationship between the State Of Charge (SOC) 
and its charging characteristics. In this paper, the input/output power and SOC of the 
battery are calculated using the internal resistance model of the battery. The internal 
resistance is obtained through experiments on the SOC of the battery. The following 
equations describe the battery’s SOC at discharge and charge. 
• At discharge: 

 1 1( , ) ( )i

i

t m

dis m A a at
SOC SOC Q i i t dtη τ

+− −= − ∫   (3) 

• At charge: 

 1 ( )i

i

t m

chg m at
SOC SOC Q i t dt

+−= + ∫   (4) 

where disSOC  is the electric discharge quantity at discharge mode, chgSOC  is the charge 
quantity of the battery, mQ  is the battery capacity, and ( , )A aiη τ  is the battery’s efficiency. 

2.4 Automated Manual Transmission 
The AMT was modeled to change the gear ratio and rotational inertia that correspond to the 
transmission’s gear position. Table 1 shows the gear ratio and reflected rotational inertia 
that was used in the developed HEV simulator. 
 

 Gear  ratio Reflected inertia(kg.m2) 

1st 3.615 0.08999 

2nd 2.053 0.02903 

3rd 1.393 0.00699 

4th 1.061 0.00699 

5th 0.837 0.00699 

Table 1. Gear ratio of automated manual transmission 

The output torque relationships with respect to driving mode are described in Table 2. At 
Zero Emission Vehicle (ZEV) mode, the electric motor is only actuated when traveling 
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below a critical vehicle speed. In acceleration mode, the power ratio of the motor and the 
engine is selected in order to meet the demands of the vehicle. At deceleration mode, the 
regenerative braking torque is produced from the electric motor. The above stated control 
logic is applied only after considering the SOC of the battery. 
 

Mode Torque relation 

ZEV EV out motorT T=  

Acceleration Hybrid out motor engineT xT yT= +  

Deceleration Regen. out regenT T=  

• Considering the Battery SOC 
• 1x y+ =  

Table 2. Output torque relationships with respect to driving mode of AMT-HEV  

2.5 Vehicle model 
When the engine and the electric motor are operating simultaneously, the vehicle state 
equation is as follows (Yeo et al., 2002) 

 2 2 2

2

( )

2 ( )

f t
e m R

t

w e m c t f t f

t

N N
T T F

dV R
I J J J N N J Ndt

M
R

+ −
=

+ + + +
+

  (5) 

where V is the vehicle velocity, Nf is the final differential gear ratio, Nt is the transmission 
gear ratio, Rt  is the radus of the tire, FR is the resistance force, M is the vehicle mass, Iw  is 
the equivalent wheel inertia, and Je, Jm, Jc, and Jt are the inertias of engine, motor, clutch, and 
transmission, respectively. 

3. EMB system 
The EMB system is environmentally friendly because it does not use a hydraulic system, but 
rather a ‘dry’ type Brake–by-wire (BBW) system, which employs an EMB Module (i.e., 
electric caliper, electro-mechanical disk brake) as the braking module for each wheel. The 
EMB system is able to provide a large braking force using only a small brake pedal reaction 
force and a short pedal stroke. 

3.1 Structure of EMB system 
Motors and solenoids can be considered as the electric actuators for EMB systems. The 
motor is usually chosen as an actuator of the EMB system because the solenoid produces 
such a small force corresponding to the current input and has such a narrow linear control 
range that it is unsuitable. In order to generate the proper braking force, Brushless DC 
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(BLDC) and induction motors are used due to their excellent output efficiency and 
remarkable durability, respectively. Figure 6 shows a schematic diagram of an EMB system. 

 
Fig. 6. Schematic diagram of the EMB system 

Friction forces are the result of changing resistance of the motor coil and the rigidity of the 
reduction gear due to temperature fluctuations. To compensate for friction, the control 
structure for EMB torque adopts a cascade loop. The loop has a low level control logic 
consisting of the current and velocity control loop shown in Figure 7. This structure requires 
particularly expensive sensors to measure the clamping force and braking torque; therefore, 
this paper uses a technique that estimates their values by sensing the voltage, current and 
position of the DC motor based on the dynamic model of the EMB (Schwarz et al., 1999). 
 

 
Fig. 7. Control structure of EMB system 
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3.2 Simulation model of EMB system 
Figure 8 shows the EMB performance analysis simulator developed in this paper. Force, 
speed, and electric motor current are fed back via the cascaded loops and controlled by the 
PID controller. 
 

 
Fig. 8. EMB simulation model 

Figure 9 shows the response characteristics of the EMB system. The step response in the 
time domain is shown at a brake force command of 14 kN.  
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Fig. 9. EMB step response to a force command of 14 kN 



Analysis of the Regenerative Braking System  
for a Hybrid Electric Vehicle using Electro-Mechanical Brakes   

 

159 

4. Regenerative braking control algorithm 
In conventional vehicles, the energy required to reduce velocity would normally be 
dissipated and wasted as heat during braking. On the other hand, HEVs have a regenerative 
braking system that can improve fuel economy. In an HEV, the braking torque is stored in a 
battery and regenerated through the electric motor/generator (Yaegashi et al., 1998). In this 
paper, the regenerative braking torque and EMB torque were determined according to the 
demand of the driver, the characteristics of the electric motor, the SOC of the battery, and 
the vehicle’s velocity. When the regenerative braking power is bigger than the driver’s 
intended braking power, the brake system generates only the regenerative braking torque. 
When this occurs, the BCU should control the magnitude of regenerative braking torque 
from the regenerative electric power of motor/generator in order to maintain a brake feeling 
similar to that of a conventional vehicle (Gao et al., 1999). In this paper, the control 
algorithm for maximizing regenerative braking torque is performed in order to increase the 
quantity of battery charge. 

4.1 Decision logic of regenerative braking torque 
Figure 10 shows the flow chart of the control logic for regenerative braking torque. 
 

 
Fig. 10. Regenerative braking control logic flow chart 

First, sensing the driver’s demand for braking, it calculates the required brake force of the 
front and rear wheels by using the brake force curve distribution. Then, the logic decides 
whether the braking system should perform regenerative braking, depending on the states 
of the accelerator, the brake, the clutch, and the velocity of both engine and vehicle, and on 
the fail signal. If regenerative braking is available, the optimal force of regenerative braking 
will subsequently be determined according to the battery’s SOC and the speed of the motor. 
Finally, the algorithm will calculate the target regenerative braking torque. In a situation 
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where the fluctuation of the regenerative braking causes a difference of torque, the response 
time delay compensation control of the front wheel could be used to minimize the 
fluctuation of the target brake force. After the target braking torque is determined, the 
remainder of the difference between target braking torque and the regenerative braking 
torque will be transmitted via the EMB system. 

4.2 Limitation logic of regenerative braking torque 
Overcharging the battery during regenerative braking reduces battery durability. Therefore, 
when the SOC of the battery is in the range of 50%-70%, the logic applies the greatest 
regenerative torque; however, when the SOC is above 80%, it does not perform regeneration 
(Yeo et al., 2004). 

5. HEV performance simulator using MATLAB/Simulink 
The brake performance simulator was created for validating the regenerative braking 
control logic of the parallel HEV. The modeling of the HEV powertrain (including the 
engine, the motor, the battery, the automated manual transmission, and EMB) was 
performed, and the control algorithm for regenerative braking was developed using 
MATLAB/Simulink. Figure 11 illustrates the AMT-HEV simulator. 
 

 
Fig. 11. AMT-HEV simulator with EMB 
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6. Simulation results 
The simulation results for the Federal Urban Drive Schedule (FUDS) mode using the 
performance simulator are shown in Figure 12. 
According to Figure 12, the brake pedal and accelerator positions are changing relative to 
the drive mode. Subsequently, the vehicle’s velocity successfully chases the drive mode. The 
torque of the engine and the motor is illustrated in the figure. The graph of battery SOC 
adequately shows charging state by regenerative braking during deceleration. 
 

  
Fig. 12. Simulation results for FUDS mode 

7. Conclusion 
In this paper, the performance simulation for a hybrid electric vehicle equipped with an 
EMB system was conducted. A performance simulator and dynamics models were 
developed to include such subsystems as the engine, the motor, the battery, AMT, and EMB. 
The EMB control algorithm that applied the PID control technique was constructed based on 
cascade control loops composed of the current, velocity, and force control systems. The 
simulation results for FUDS mode showed that the HEV equipped with an EMB system can 
regenerate the braking energy by using the proposed regenerative braking control 
algorithm. 
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1. Introduction    
The major components of an electric vehicle system are the motor, controller, power supply, 
charger and drive train (wry, 2003). Fig. 1 demonstrates a system model for an electric 
vehicle. Controller is the heart of an electric vehicle, and it is the key for the realization of a 
high-performance electric vehicle with an optimal balance of maximum speed, acceleration 
performance, and traveling range per charge. 
 

Power    
Converter Electric Motor Transmission 

Unit

Batteries

DriversElectronic 
Controller

Auxiliary 
Power Supply

 
Fig. 1. Major components in an electric vehicle 

Control of Electric Vehicle (EV) is not a simple task in that operation of an EV is essentially 
time-variant (e.g., the operation parameters of EV and the road condition are always 
varying). Therefore, the controller should be designed to make the system robust and 
adaptive, improving the system on both dynamic and steady state performances. Another 
factor making the control of EV unique is that EV’s are really "energy-management" 
machines (Cheng et al., 2006). Currently, the major limiting factor for wide-spread use of 
EV’s is the short running distance per battery charge. Hence, beside controling the 
performance of vehicle (e.g., smooth driving for comfortable riding), significant efforts have 
to be paid to the energy management of the batteries on the vehicle. 
However, from the viewpoint of electric and control engineering, EV’s are advantagous over 
traditional vehicles with internal combustion engine. The remarkable merit of EV’s is the 
electric motor’s excellent performance in motion control, which can be summerized as 
(Sakai & Hori, 2000): (1) torque generation is very quick and accurate, hence electric motors 
can be controlled much more quickly and precisely; (2) output torque is easily 
comprehensible; (3) motor can be small enough to be attached to each wheel; (4) and the 
controller can be easily designed and implemented with comparatively low cost. 
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Hence, in recent years, there is quite a lot of researches in the exploring advanced controll 
strategies in electric vehicles. As the development of the high computing capability 
microprocessor, such as DSP (Digital Signal Processor), it is possible to perform complex 
control on the electric vehicle to achieve optimal performance (Liu et al., 2004). These 
capabilities can be utilized to enhance the performance and safety of individual vehicles as 
well as to operate vehicles in formations for specific purposes (Lin & Kanellakopoulos, 
1995). Due to the complex operation condition of electric vehicle, intelligent or fuzzy control 
is generally used to increase efficiency and deal with complex operation modes (Poorani et 
al., 2003; Khatun et al., 2003). However, it is essential to establish a model-based control for 
the EV system, and systematically study the characteristics to achieve optimal and robust 
control. This chapter will mainly focuses on model-based control design for EV’s and the 
implementation of the platform for realization of variant control strategies. 

2. Modeling of electric vehicle 
Generally, the modelling of an EV involves the balance among the forces acting on a 
running vehicle, as shown in Fig. 2. The forces are categorized into road load and tractive 
force. The road load consists of the gravitational force, hill-climbing force, rolling resistance 
of the tires and the aerodynamic drag force. Consider all these factors, a vehicle dynamic 
model that governs the kinetics of the wheels and vehicle can be written as (wry, 2003): 

 21 sin
2rr d

dvF mg AC v mg m
dt

μ ρ φ= + + +  (1) 

Where, m is the mass of the electric vehicle; g is the gravity acceleration; v is the driving 
velocity of the vehicle; μrr is the rolling resistance coefficient; ρ is the air density; A is the 
frontal area of the vehicle; Cd is the drag coefficient; and φ is the hill climbing angle. 
The rolling resistance is produced by the flattening of the tire at the contact surface of the 
roadway. The main factors affecting the rolling resistance coefficient μrr are the type of tyre 
and the tyre pressure. It is generally obtained by measurement in field test. The typical 
range is 0.005-0.015, depending on the type of tyre. The rolling resistance can be minimized 
by keeping the tires as much inflated as possible. 
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Fig. 2. External forces applied on a running vehicle 
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Fig. 3. A simplified model for motor driving tyre 
In equation (1), the first term corresponds to the rolling resistance force; the second term 
corresponds to the aerodynamic drag force; the third term corresponds to the hill climbing 
force; and the forth term corresponds to the acceleration force. 
This resultant force F, will produce a counteractive torque to the driving motor, i.e., the 
tractive force. For vibration study, the connection between the driving motor and the tyre 
should be modeled in detail. Interested readers are refered to (Profumo et al., 1996). In this 
chapter, a simplified model, as shown in Fig. 3, will be used. With this simplified model, the 
relationship between the tractive force and the torque produced by the motor can be 
obtained as: 

 L
rT F
G

= ⋅  (2) 

Where r is the tyre radius of the electric vehicle, G is the gearing ratio, and TL is the torque 
produced by the driving motor. 

3. Electric motor and their models 
Presently, brushed DC motor, brushless DC motor, AC induction motor, permanent magnet 
synchronous motor (PMSM) and switched reluctance motor (SRM) are the main types of 
motors used for electric vehicle driving (Chan, 1999). The selection of motor for a specific 
electric vehicle is dependent on many factors, such as the intention of the EV, ease of 
control, etc.  
In control of electric vehicle, the control objective is the torque of the driving machine. The 
throttle position and the break is the input to the control system. The control system is 
required to be fast reponsive and low-ripple. EV requires that the driving electric machine 
has a wide range of speed regulation. In order to guarantee the speed-up time, the electric 
machine is required to have large torque output under low speed and high over-load 
capability. And in order to operate at high speed, the driving motor is required to have 
certain power output at high-speed operation. In this chapter, the former four types of 
motors that can be found in many applications will be discussed in detail. 
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Fig. 4. Three types of winding configuration in DC motor 

3.1 Brushed DC motor 
Due to the simplicity of DC motor controlling and the fact that the power supply from the 
battery is DC power in nature, DC motor is popularly selected for the traction of electric 
vehicles. There are three classical types of brushed DC motor with field windings, series, 
shunt and ‘separately excited’ windings, as shown in Fig. 4. The shunt wound motor is 
particularly difficult to control, as reducing the supply voltage also results in a weakened 
magnetic field, thus reducing the back EMF, and tending to increase the speed. A reduction 
in supply voltage may, in some circumstances, have very little effect on the speed. The 
separately excited motor allows one to have independent control of both the magnetic flux 
and the supply voltage, which allows the required torque at any required angular speed to 
be set with great flexibility. A series wound DC motor is easy to use and with added benefit 
of providing comparatively larger startup torque. A (series) DC motor can generally be 
modeled as (Mehta & Chiasson, 1998): 

 
2

( ) ( )a field a f af

af L

diL L V R R i L i
dt

dJ L i B T
dt

ω

ω ω

⎧ + = − + − ⋅⎪⎪
⎨
⎪ = − −
⎪⎩

  (3) 

Where: i is the armature current (also field current); ω is the motor angular speed; La, Ra, 
Lfield, Rf are the armature inductance, armature resistance, field winding inductance and field 
winding resistance respectively; V is the input voltage, as the control input; Laf is the mutual 
inductance between the armature winding and the field winding, generally non-linear due 
to saturation; J is the inertia of the motor, including the gearing system and the tyres; B is the 
viscous coefficient; and TL is representing the external torque, which is quantitatively the 
same as the one aforementioned. 

3.2 Brushless DC motor 
The disadvantages of brushed DC motor are its frequent maintenance and low life-span for 
high intensity uses. Therefore, brushless DC (BLDC) motor is developed. Brushless DC 
motors use a rotating permanent magnet in the rotor, and stationary electrical magnets on 
the motor housing. A motor controller converts DC to AC. This design is simpler than that 
of brushed motors because it eliminates the complication of transferring power from outside 
the motor to the spinning rotor. Brushless motors are advantageous over brushed ones due 
to their long life span, little or no maintenance, high efficiency, and good performance of 
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timing. The disadvantages are high initial cost, and more complicated motor speed 
controllers (Wu et al., 2005). 
A BLDC motor is composed of the motor, controller and position sensor. In the BLDC 
motor, the electromagnets do not move; instead, the permanent magnets rotate and the 
armature remains static. The rotor magnetic steel is radially placed, and the permanent 
magnets (generally Neodymium-iron-boron: NdFeB) are installed on the surface. The 
magnetic permeability of such permanent magnets is close to that of air, hence can be 
regarded as part of the air gap. Hence, there is no salient pole effect, so that the magnetic 
field across the air gap is uniformly distributed. The position sensor functions like the 
commutator of brushed DC motor, reflecting the position of the rotor and determining the 
phase of current and space distribution of magnetic force.  
The BLDC motor is actually an AC motor. The wires from the windings are electrically 
connected to each other either in delta configuration or wye ("Y"-shaped) configuration. In 
Fig. 5, an equivalent circuit of wye-connected BLDC is shown. With this configuration, the 
simplified model can be obtained as: 
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 (4) 

Where, L = LS - M; LS: self-inductance of the windings; M: mutual inductance between two 
windings; R: stator resistance per phase; , ,a b cu u u : stator phase voltages; , ,a b ci i i : stator phase 

currents; , ,a b ce e e : the back emfs in each phase; dP
dt

= . 

The generated electromagnetic torque is given by: 

 ( ) /e
e a a b b c c

PT e i e i e i ω
ω

= = + +  (5) 

And the kinetics of the motor can be described as: 

 e L
dT T f J
dt
ωω− − =  (6) 
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Fig. 5. Equivalent circuit of BLDC 
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Where, ω: the angular velocity of the motor; Te, TL: electromagnetic torque of the motor and 
the load torque; Pe: electromagnetic power of the motor; J: moment of inertia; f: friction 
coefficient. 
Under normal operation, only two phases are in conduction. Then the voltage balance 
equation, back EMF equation, torque equation, and kinetic equations that govern the 
operation of a WYE connected BLDC motor can be obtained as: 
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⎧ = + ⋅ + ⋅⎪
⎪

= ⋅⎪
⎨ = ⋅⎪
⎪

= + +⎪
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 (7) 

Where, ud: the voltage across the two windings under conduction; E: the back EMF of the 
two windings under conduction; KT: torque coefficient, and Ke: back EMF coefficient. 
It is shown that, in BLDC motors, current to torque and voltage to rpm are linear 
relationships. 

3.3 Permanent magnet synchronous motor 
A permanent magnet synchronous motor is a motor that uses permanent magnets to 
produce the air gap magnetic field rather than using electromagnets. Such motors have 
significant advantages, such as high efficiency, small volume, light weight, high reliability 
and maintenance-free, etc., attracting the interest of EV industry. The PMSM has a sinusoidal 
back emf and requires sinusoidal stator currents to produce constant torque while the BDCM 
has a trapezoidal back emf and requires rectangular stator currents to produce constant 
torque. The PMSM is very similar to the wound rotor synchronous machine except that the 
PMSM that is used for servo applications tends not to have any damper windings and 
excitation is provided by a permanent magnet instead of a field winding. Hence the d, q 
model of the PMSM can be derived from the well known model of the synchronous machine 
with the equations of the damper windings and field current dynamics removed. 
In a PMSM, the magnets are mounted on the surface of the motor core. They have the same 
role as the field winding in a synchronous machine except their magnetic field is constant 
and there is no control on it. The stator carries a three-phase winding, which produces a 
near sinusoidal distribution of magneto motive force based on the value of the stator 
current. In modeling of rotating machines like PMSM, it is a general practice to perform 
Park transform and deal the quantities under dq framework. The dqo transform applied to a 
three-phase quantities has following form: 
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Where, the x can be voltage u or current i. 
Under the dq0 framework, the equivalent circuit of d-axis and q-axis circuits of a PMSM 
motor is shown in Fig. 6, and the model of a PMSM can be written as (Cui et al., 2001): 

 

1.5 ( )

d s d d q

q s q q d

d d d

q q q

e m q d q d q

r
e r L

u r i p

u r i p

L i
L i

T p i L L i i

dJ T B T
dt

ω

ω

ω ω

⎧ = + Ψ − Ψ
⎪

= + Ψ − Ψ⎪
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⎨Ψ = ∗
⎪

⎡ ⎤⎪ = Ψ + −⎣ ⎦⎪
⎪ = − −⎪⎩

 (9) 

Where, Ψd, Ψq: the flux linkages of d-axis and q-axis respectively; Ld, Lq: self inductance of 
dq axes; id, iq: dq-axis current; ud, uq: dq-axis voltage; ωr: angular velocity of rotor; rs: stator 
resistance; pm: number of poles; Ψ: flux linkage produced by the rotor permanent magnet; 
Te: motor torque; TL: load torque; J: moment of inertia; B: friction coefficient;  p: differential 
operator.  
The first two equations are the equations for stator voltage, the next two equations are about 
the magnetic flux linkage, the fifth equation is about the calculation of torque, and the last 
equation is about the kinetics of the motor. 
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Fig. 6. d-axis and q-axis equivalent circuit model of PMSM 

3.4 Induction motor 
Induction machines are among the top candidates for driving electric vehicles and they are 
widely used in modern electric vehicles. Some research even concludes that the induction 
machine provides better overall performance compared to the other machines (Gosden et 
al., 1994). 
An induction motor (or asynchronous motor or squirrel-cage motor) is a type of alternating 
current motor where power is supplied to the rotor by means of electromagnetic induction.  
It has the advantages such as low-cost, high-efficiency, high reliability, maintenance-free, 
easy for cooling and firm structure, etc. making it specially competitive in EV driving. In 
induction motor, stator windings are arranged around the rotor so that when energised with 
a polyphase supply they create a rotating magnetic field pattern which sweeps past the 
rotor. This changing magnetic field pattern induces current in the rotor conductors, which 
interact with the rotating magnetic field created by the stator and in effect causes a 
rotational motion on the rotor. 



 Urban Transport and Hybrid Vehicles 

 

170 

AC induction motor is a time-varying multi-variable nonlinear system, hence the modeling 
task is not easy. For simplicity, following assumptings have to be made: 
• Magnetic circuit is linear, and saturation effect is neglected; 
• Symmetrical two-pole and three phases windings (120° difference) with edge effect 

neglected; 
• Slotting effects are neglected, and the flux density is radial in the air gap and 

distributed along the circumference sinusoidally; 
• Iron losses are neglected. 
With such assumptions, the physical model of an induction motor can be given as shown in 
Fig. 7. The three-phase stators are fixed on A, B and C axes, which are stationary reference 
frames. The three-phase rotor windings are fixed on a, b and c axes, which are rotating 
frames. Hence the equations governing the dynamics of the induction motor can be given as 
(Dilmi & Yurkovich, 2005): 

 
0

r
di Lu Ri L i
dt

ω
θ
∂

= + +
∂

 (10) 
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Where, [ ], , , , , T
A B C a b cu u u u u u u= , vector of stator and rotor voltages; [ ], , , , , T

A B C a b ci i i i i i i= , 
vector of stator and rotor current; 0 /r d dtω θ= : the angular speed of rotation; J:  
the total moment of inertia; TL: load torque; 1 1 1 2 2 2[ ]R diag R R R R R R= : where R1 is 
the resistance of stator winding and R2 is the resistance of rotor winding;  
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Fig. 7. Physical Model of 3-phase AC induction Motor 
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; LA, La: self-inductance of stator 

and rotor; LAB, Lab: mutual inductance of stators and rotors respectively; M: mutual 
inductance between stator and rotor. 
The first equation is the voltage equation and the second equation is the kinetic equation of 
the motor. 

4. Controller design of electric vehicle driven by different motors 
Fig. 8 shows a universal framework for electric vehicle controller. The vehicle is driven by a 
motor, which is supplied by the battery through a controlled power circuit. Other than 
circuit for control of the motor, there is quite a lot of auxiliary control for auto electronics. 
The control strategies are implemented in the microprocessor, such as DSP (Digital Signal 
Processor).  
Control of electric vehicle is essentially the control of motor. In Fig. 8, only the motor and its 
associated driving power circuit will be replaced with different motors. With different 
motors, it is necessary to use different control strategies. However, it is not possible to 
include all type of motor and control strategies in one book. Hence, in this chapter, only one 
typical controller or control strategy will be presented. It is noticed that (Chan, 1999) 
generally PWM control is used for DC motor, while variable-voltage variable-frequency 
(VVVF), FOC (field-oriented control) and DTC (direct torque control) are used for induction 
motor. And some traditional control algorithms, such as PID, cannot satisfy the 
requirements of EV control. Many modern high-performance control technologies, such as 
adaptive control, fuzzy control, artificial neuro network and expert system are being used in 
EV controllers. 

4.1 Driven by brushed DC motor 
In this subsection, the controller design for an EV driven by series wound DC motor will be 
discussed. When the electric vehicle is driven by a series wound DC motor, the overall 
system model is the combination of (1) and (3): 

 2
2 2

2

( ) ( )

1( ) ( sin )
2

a field a f af

af rr d

diL L V R R i L i
dt

r d rJ m L i B mg AC v mg
G dt G

ω

ω ω μ ρ φ

⎧ + = − + − ⋅⎪⎪
⎨
⎪ + = − − + +⎪⎩

 (12) 

In this case, a model-based controller can be designed. Unlike other applications in which 
the system generally operates around the equilibrium point, the operation of EV may take a 
very wide range (e.g., from zero to full speed). Hence, it is essentially to design EV 
controller with nonlinear control techniques. The model-based controller is very sensitive to 
the uncertainties in the parameters. Many parameters in the complex vehicle dynamics 
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Fig. 8. Model of electric vehicle controller  

cannot be precisely modeled and some parameters may vary due to the varying operation 
conditions. For example, the resistance in the armature winding of a motor would change as 
the operation temperature varies. Hence, when designing the controller, the robustness of 
the controller should be first considered. In this subsection, a nonlinear robust and optimal 
controller (Huang et al., 2009) will be discussed. 
For the convenience of designing nonlinear controller, first change the model in (12) into the 
following format: 
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; 2( )h X x= . 

In order to consider the uncertainties of the system, further change the form of (13) into:  
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 ( ) ( , ( )) ( )
( )

X f X q X t g X u
y h X

θ⎧ = + +⎪
⎨

=⎪⎩
  (14) 

f(X), g(X) and h(X) are the same as in previous section. q(X,θ(t)) is used to include the model 
uncertainties, where θ(t) is the uncertainty vector. In the model described above, the rolling 
resistance coefficient and aerodynamic dragging coefficients cannot be precisely modeled. 
These coefficients are always varying along the moving of the vehicle (e.g., due to wind). 
Also, the resistance of the windings is also varying due to the variation of temperature. 
Hence, q(X,θ(t)) can be modeled as: 

 2
2

2 2

2
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 (15) 

Where, ΔR, Δμrr and ΔCad are the uncertainties in winding resistance, rolling resistance 
coefficient and aerodynamic dragging coefficient respectively, with ΔRm, _rr mμΔ and _ad mCΔ   
representing their maximum uncertainties. 
By using the similar coordinate transformation, we have, 
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Hence, by using the recursive backstepping design method with robust control system 
(Marino & Tomei, 1993; Freeman & Kokotovic, 1996), one can select a robust control 
Lyapunov function (rclf) as: 

 2 2
1 2 1 2 2
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3 3
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+

. 

Then, the control law in (18) can robustly stabilize the electric vehicle system with any 
parametric uncertainties: 
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Fig. 9 shows the robustness test result of a controller designed for a light-weighted EV, 
compared against a regular PID controller, with parameters as specified in Table 1. To 
facilitate the graphical representation, the sudden change in hill climbing angle (0.1 rad) is 
 

 
Fig. 9. Robustness test of the non-linear robust controller 



Control of Electric Vehicle   

 

175 

applied on the nonlinear robust controller system at t=20 s and on the double-loop PID 
controller at t=50 s. Shown in Fig. 10 is the excellent robust performance of the designed 
controller under parameter uncertainties. The test is performed with the arbitrary 
combinations (i.e., uncertainty in single parameter, two parameters and three parameters) of 
±10% uncertainty in the aforementioned three uncertain parameters. Again, for comparison 
purpose, the performance of (double loop) PID controller and the nonlinear optimal 
controller are plotted in Fig. 11 and Fig. 12 respectively. 
To systematically test the performance, the New European Driving Cycle (NEDC) is used. 
The New European Driving Cycle is a driving cycle consisting of four repeated ECE-15 
driving cycles and an Extra-Urban driving cycle, or EUDC (wry, 2003). The test results are 
shown in F.g. 13 (the maximum speed is scaled to 50km/h here). It is shown that the 
nonlinear controller has much better tracking performance than the double loop PID 
controller, especially in the range of speed below designed nominal speed. And it does not 
increase much amp-hour consumption (nonlinear optimal: 4.48km/11.97AH; nonlinear 
robust: 4.825km/10.78AH; PID: 4.49km/10.67AH). 
 

Motor Vehicle 
La + Lf (mH) 6.008 m (kg) 800 
Ra + Rf (Ω) 0.12 A (m2) 1.8 
B (N.M.s) 0.0002 ρ (kg/m3) 1.25 
J (kg. m2) 0.05 Cd    0.3 
Laf (mH) 1.766 φ (°) 0 
V (V) 0~48 μrr 0.015 
i (A) 78A (250max) r (m) 0.25 
ωnom (r/min) 2800 (v=25km/h) G 11 

Table 1. Parameters of the electric vehicle system 
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Fig. 10. Robustness test of the non-linear robust controller 
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Fig. 11. Performance of non-linear optimal controller 
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Fig. 12. Performance of double-loop PID controller 
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Fig. 13. Results of new European Driving Cycle test 

4.2 Driven by brushless DC motor 
BLDC motor is a closed loop system in nature. The back EMF introduces a negative 
feedback signal proportional to the motor speed, which enhances the damping of the 
system. Assume all the initial conditions are zero, the Laplace transform of (7) is: 
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 (21) 

Therefore, the dynamic model of an EV driven by BLDC can be obtained as shown in Fig. 14.  
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Fig. 14. Dynamic model of an EV driven by BLDC 
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The transfer function of the inverter can be given as: 

 ( )
1

pwm
pwm

s

K
G s

T s
=

⋅ +
 (22) 

Where, Kpwm: gain of inverter; TS: time constant of PWM controller.  
The controller of a BLDC is generally composed of current regulation loop and speed 
regulation loop. In practical systems, due to the fact that the electromagnetic time constant is 
smaller than electromechanical time constant, current regulation is faster than speed 
regulation. Hence, speed regulation is faster than the variation of back EMF. Therefore, the 
effect of back EMF on current regulation loop can be neglected. In order to have small 
overshoot and good tracking performance, current regulation should be designed as type-I 
system. Since there are two inertia elements, the current regulator should be designed as PI 
regulator, whose transfer function is: 

 1 1( ) (1 )i
i pi pi

i i

T sG s K K
T s T s
⋅ +

= ⋅ = ⋅ +
⋅ ⋅

 (23) 

Where, Kpi: the proportional coefficient of current regulator; Ti: time constant of current 
regulator. 
The structure of the current regulator is shown as the internal loop in Fig. 15. Negnecting 
the effect of back EMF on the current regulation loop, the stator circuit of the motor can be 
approximated as a first-order inertia element, hence: 

 
11

1
s

s a

i R
u R L s T s

= =
+ ⋅ ⋅ +

 (24) 

Where, Ta = L/R. 
The structure of the speed regulation is shown as the external loop in Fig. 15 (Wu et al., 
2005). The speed regulation system should have no steady error at steady state and good 
anti-disturbance capability at transient state, the speed regulator should be designed as 
type-II system. The speed regulation loop is composed of an integration element and an 
inertia element, a PI regulator should be used, leading to a transfer function: 

 1( ) p
T sG s K

T s
ω

ω ω
ω

⋅ +
= ⋅

⋅
 (25) 

Where, Kpw: proportional coefficient of speed regulator; Tw: time constant of speed regulator. 
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Fig. 15. Structure of the controller for EV driven by BLDC 
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4.3 Driven by PMSM 
When designing a controller for PMSM motor, generally two control strategies, i.e., vector 
control and direct torque control (DTC), are used. In DTC, Stator flux linkage is estimated by 
integrating the stator voltages. Torque is estimated as a cross product of estimated stator 
flux linkage vector and measured motor current vector. The estimated flux magnitude and 
torque are then compared with their reference values. If either the estimated flux or torque 
deviates from the reference more than allowed tolerance, the transistors of the variable 
frequency drive are turned off and on in such a way that the flux and torque will return in 
their tolerance bands as fast as possible. Thus direct torque control is one form of the 
hysteresis or bang-bang control. In vector control, the stator phase currents are measured 
and converted into a corresponding complex (space) vector. This current vector is then 
transformed to a coordinate system rotating with the rotor of the machine. The position can 
then be obtained by integrating the speed. Then the rotor flux linkage vector is estimated by 
multiplying the stator current vector with magnetizing inductance Lm and low-pass filtering 
the result with the rotor no-load time constant Lr/Rr, that is, the ratio of the rotor inductance 
to rotor resistance. Using this rotor flux linkage vector the stator current vector is further 
transformed into a coordinate system where the real x-axis is aligned with the rotor flux 
linkage vector. The real x-axis component of the stator current vector in this rotor flux 
oriented coordinate system can be used to control the rotor flux linkage and the imaginary 
y-axis component can be used to control the motor torque. 
In DTC, the switching speed is low, and the controlled motor generally has low inductance. 
Therefore, significant current and torque ripples are observed at low speed, limiting the 
speed regulation range of the controlled system. While the vector control can handle such 
problems very well (Liu et al., 2004). No matter under low-speed or high-speed condition, 
the motor current can respond very well once the current waveform required for certain 
rotation speed is given. The q-axis component of the current is proportional to the torque 
component needed, giving an excellent performance in dynamic response. Although the 
vector control algorithm is more complicated than the DTC, the algorithm is not needed to 
be calculated as frequently as the DTC algorithm. Also the current sensors need not be the 
best in the market. Thus the cost of the processor and other control hardware is lower 
making it suitable for applications where the ultimate performance of DTC is not required 
(Telford et al., 2000). Therefore, vector control is selected in the EV control. 
When the number of poles is fixed, the torque of a PMSM is determined by the stator 
current, therefore, the control of the motor is to control the current. Generally, the stator 
current is is first decomposed in the d-q cordinate, in which d-axis is aligned with the rotor 
flux and the q-axis is vertical to d-axis. 

 s d qi i ji= +  (26) 

After such decomposition, is can be represented as shown in Fig. 16. 
It is shown that the stator current is decomposed along the rotor axis id component and 
vertical to the rotor axis iq component. Then the control of the motor become the calculation 
of the instantaneous rotor position, i.e., the ε as shown in Fig. 16. the parameter ε can be 
obtained through sensor. Using an intermediate coordinate system α, β and its phase 
current projections i and iβ, and the fact that 0a b ci i i+ + = , one obtains: 
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Fig. 16. Current vector decomposition 
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id and iq are then deduced from i and iβ by a rotation of the angle ε: 
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 (28) 

With proper coordinate transformation, the electric torque of a synchronous motor is 
described as follows: 

 *d qT P i= ∗Φ  (29) 

Where, Φ : flux linkage.  
It is shown that, for a magnetically isotropous machine the motor torque depends only on 
the quadrature q current component (torque component). When / 2δ π=  (i.e., id = 0), the 
optimal mode of operation is achieved, where the motor produces the maximum torque.  
Currently, vector control (or FOC) is an effective method in variable frequency speed 
regulation system in synchronous motors. It can obtain large instantaneous speed regulation 
range. The stator current is measured, then transformed to rotor coordinate with coordinate 
transformation, forming a current feedback, which can dynamically follow the variation of 
the current. The speed and rotor position are obtained by optical encoder, forming the speed 
loop, and finally implement the control of current and speed, greatly enchancing the 
stability, response speed and control accuracy of the system. 
The key to control of PMSM is the realization of high-performance control of motor 
instantaneous torque. The requirements of torque control for PMSM can be summarized as 
fast response, high accuracy, low ripple, high efficiency and high power factor, etc. There 
are three regular methods in current control (Liu et al., 2009): 1) id = 0 control; 2) maximum 
torque and current control; 3) id < 0 field weakening control. Other methods such as constant 
flux linkage control or torque linear control are too complex to use.  
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Fig. 17. Vector control of PMSM 

id = 0 control is simple to implement, and the EM torque and the stator current have a linear 
relationship, hence having no demagnetizing effect. The disadvantages of this method is the 
high stator voltage and low power factor at large load conditions, hence cannot fully utilize 
capacity. In EV control, generally the capacity required is not very large, but it needs high 
overload capability and good torque response performance. Hence, id = 0 control, together 
with maximum torque-current ratio method, is selected as the solution in EV driven by 
PMSM. Under such conditions, the structure of the controller is designed as shown in Fig. 17 
(Cao & Fan, 2009).  
Optical encoder is installed the motor rotor, which accepts the pulse signal when the rotor is 
rotating. With the pulse signal, the space position θ and rotor speed ωr can be calculated. 
Using the transforming factor -je rθ , id and iq are obtained by performing coordinate 
transform from ABC-coordinate to dq-coordinate on iA, iB and iC (obtained by assuming  
iC = - iA – iB here). The detected id and iq are compared with the reference value idr and iqr. The 
error signal is used for regulation, e.g. PI regulator. The inverse Park transform is applied on 
the calcuated input and then generator output by looking up the table. The generated 
output is supplied to the three-phase inverter through SVPWM (Space Vector PWM), which 
controls the motor. 
In the SVPWM modulation system, the gain of the inverter can be expressed as: 

 0

2VSI
UK
UΔ

=  (30) 

Where, U0: DC voltage input to the inverter; UΔ: amplitude of the triangular modulation 
signal.  
The control object of current loop is the DC-AC inverter and the stator circuit of the PMSM 
motor. DC-AC inverter can generally be regarded as a first-order inertia element with time 
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constant PWMT  ( 1
2PWMT

fΔ
= , where fΔ: frequency of the triangular modulation signal). The 

transfer function is: 

 ( )
1

VSI
VSI

PWM

KG s
T s

=
+

 (31) 

With similar discussion in BLDC motor, the stator circuit of the motor is approximated by a 
first-order inertia element. Introducing a PI regulator, the system is tuned to be type-I 
element. The PI regulators used for d-axis and q-axis are the same, and the transfer function is: 

 1(1 )i Pi
ii

PI K
T s

= +  (32) 

In this case, the structure of the current regulation system is shown as the internal loop in 
Fig. 18. The close loop transfer function of the current regulation system can be simplified as 
a first-order inertia element: 

 ( ) 1( )
1 ( ) 1

oi i
ci

oi i i

G s KG s
G s s k sK

= = =
+ + +

 (33) 

Where, pi VSI
i c

a s

K K
K

T R
ω= = ; cω : close-loop bandwidth of current loop.  

Hence, if a PI regulator is used for speed loop, with transfer function: 

 1( ) (1 )as s
s

G s K
T s

= +  (34) 

Where, Ks, Ts: amplification coefficient and time constant of PI regulator respectively. 
Then the overall model of control system is shown in Fig. 18, with the outer loop being the 
speed loop (Brandstetter et al., 2008). 
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Fig. 18. Control system model of EV driven by PMSM 

4.4 Driven by inductor motor 
Generally, VVVF based on steady motor model, DTC and vector control are used for the 
speed regulation for induction motor applications. The first method does not consider the 
complex dynamics inside the electric machine, therefore cannot achieve good dynamic 
performance. With DTC, although it is not affected by the motor parameters, over-current 
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may occur due to the fact that there is no current feedback. Under low speed condition, the 
stator flux linkage is circular, and the current is close to sinusoidal. However, at high speed 
condition, the current waveform is irregular. Large harmonic currents and electromagnetic 
noises can be observed. Vector control, completely solved above issues. With vector control, 
the control of AC induction motors is as simple as that of DC motor (Sun & Li, 2002).  
The basic principle of vector control is that the magnetic force and power are invariant 
under normal transform. First transform the model under A-B-C coordinate to α β−  steady 
coordinate (Clarke transform), then apply Park transform to the model under α β−  steady 
coordinate to d-q rotating coordinate.  
Assume the windings of three phase A, B and C are symmetrical, and flowing through 
balanced sinusoidal current. Then the resultant magnetic force F is rotating with 
synchronous speed lϖ .  
Assume balanced three phase, the projection that modifies the three phase system into the 
(α,β) two dimension orthogonal system is (refer to Fig. 16): 

 1 2
3 3

a

a b

i i

i i i

α

β

=⎧
⎪
⎨ = +⎪⎩

 (35) 

The (α,β)→(d,q) projection (Park transformation) is the most important transformation in 
the vector control. This projection modifies a two phase orthogonal system (α,β) in the d,q 
rotating reference frame. If we consider the d axis aligned with the rotor flux, for the current 
vector, the relationship from the two reference frame: 

 2 /2

cos sin
sin cos

d
s r

q

i i i
Ci i i

α α

β β

θ θ
θ θ

⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤
= =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥−⎣ ⎦⎣ ⎦ ⎣ ⎦⎣ ⎦

 (36) 

Whose inverse transformation is: 

 
cos sin
sin cos

d

q

ii
ii

α

β

θ θ
θ θ

− ⎡ ⎤⎡ ⎤ ⎡ ⎤
= ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎣ ⎦⎣ ⎦ ⎣ ⎦

 (37) 

The model of a three-phase induction model under d-q two-axis coordinate can be 
expressed as follows. 
Votlage equations: 

 
0

.

ds dss s l s m l m

qs qss s l s m

dr drm r m r r s r

qr qrs m m s r r r

u ir L p L L p L
u ir L p L L p
u iL p L r L p L
u iL L p L r L p

ϖ ϖ
ϖ

ϖ ϖ
ϖ ϖ

+ − −⎡ ⎤ ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥+⎢ ⎥ ⎢ ⎥⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥− +
⎢ ⎥ ⎢ ⎥⎢ ⎥

+⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

 (38) 

Where, 3
2s ls msL L L= + , 3

2r lr msL L L= + , 3
2m msL L= , dp

dt
= ; s l rϖ ϖ ϖ= − , lϖ : synchronous 

rotating speed. 
Flux linkage equations: 
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 (39) 

Torque equation: 

 ( )e m qs dr ds qrT PL i i i i= −  (40) 

With these transformations, the stator current is decomposed into two DC components 
aligned with rotor magnetic field, id and iq, with id corresponding to excitation current and iq 
corresponding to torque current. These two currents can be controlled separately. Control of 
id means control the flux, while control of iq means control of torque, which is like the control 
of a DC motor, and then different control strategies can be easily applied on the control of 
EV driven by induction motor. With vector control scheme, the structure of whole system 
can be given as shown in Fig. 19. 
 

 
Fig. 19. The control system of EV driven by induction motor with vector control scheme 

5. Implementation of electric vehicle controller with DSP 
As the development of the high computing capability microprocessor, such as DSP (Digital 
Signal Processor), it is possible to perform advanced control strategies on the electric vehicle 
and integrate complex functions to achieve optimal performance (Huang et al., 2007). These 
capabilities can be utilized to enhance the performance and safety of individual vehicles as 
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well as to operate vehicles in formations for specific purposes (Huang et al., 2007). In this 
section, the design and implementation of an EV controller with DSP will be discussed. 
An EV controller may preferably have following functions: 
• Due to the frequent acceleration/deceleration and up/down of EV, it is preferably that 

the regenerative control function is included, to save energy in battery and hence 
enhance the driving range per charge; 

• Self diagnostics and restoration from failure; 
• Scalable to function expansion; 
• And comprehensive protection functions, including over-temperature protection, over-

voltage and under-voltage protection, over-current protection, short-circuit protection, 
motor-lock protection, and protection for control unit, main switch and security, etc. 

Fig. 20 shows detailed implementation of a EV controller with DSP (Huang et al., 2007). The 
whole system is composed of power circuit and control circuit. The control circuit include 
two parts. One is the external control circuit including auxiliary power supply, MOSFET 
driving circuit, isolation & protection circuit and contactor driving circuit. These circuits 
have common ground with the battery group. Another one is the kernel control circuit, 
including DSP kernel TMS320F2812, variant protection circuits, detection circuit, signal 
conditioning circuit, CAN communication circuit, external watchdog circuit and isolated 
auxiliary power system, etc. 
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Fig. 20. Structure of a DSP-based EV controller 

The control flow of the whole system, as shown in Fig. 20, is that the DSP generate PWM 
modulation signal, which is used to drive the power converter (chopper for DC motor and 
inverter for AC motor) after isolation and amplification. The power converter controls 
output of the battery to control the speed of the motor, and implement the energy 
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regenerative control. The voltage, current and speed signal of motor are detected and sent to 
DSP after signal conditioning, to form a feedback control. 
The control circuit detects the voltage, current, temperature and rotation speed to realize the 
function of regulation and protection, and provides support for implementation of 
advanced control strategies. The voltage, current, and temperature are measured through 
the quantification of AD converter in DSP kernel. The speed is detected with the QEP 
(quadrature encoder pulse) inside the DSP, and the speed signal is used for realization of 
loss-of-control protection, smooth startup control, anti-skip control during up-hill startup 
and providing speed information for the driver. Speed regulation (throttle) and breaking 
signal are generated by proper device and acquisited by AD of the DSP after signal 
conditioning. 
The gear shift is digital signal. It is input to the DSP through I/O after isolation and 
amplitude limiting. The main contactor is connected in series with the power circuit. The 
winding of the contactor is controled by digital signal output from the I/O of DSP, to switch 
on or off the power circuit. In order to restore the whole system from severe failure, double 
watchdog (internal and external) is used. When the DSP is invalidated, the external 
watchdog can reset the chip to restore the normal operation of the controller. Even the DSP 
chip is destroyed, the output of the controller is switched off due to the continuing resetting. 
With this scheme, the security of the EV is assured even under severe failure in the 
controller. 
The power converter is controlled by PWM, which is generated by two event managers 
(with one generating 16 PWM signals). The PWM’s generated by the event managers of DSP 
are sent to drive the power converter after isolation and amplification. When there are faults 
in the power converter or in driving circuit, the fault information is sent to DSP through its 
I/O after isolation.  
The configuration of controller parameters, various state information and fault information 
are exchanged with external devices, such as portable computer, handheld programable 
devices, or display monitor on the EV, through CAN (controller area network) bus, which is 
controlled by the embedded CAN controller in DSP. 
The power converter is composed of semiconductor power electronics devices and their 
snubber circuit and freewheeling diodes. Power semiconductor is the key for power 
conversion in EV controller. Now, new generation of power semiconductor devices are 
developed and the performances are improved continuously. Presently, in most of EV 
control applications, MOSFET (metal–oxide–semiconductor field-effect transistor) or IGBT 
(insulated-gate field-effect transistor) is used. IGBT needs higher driving power, but has 
lower working frequency. MOSFET has the advantage of simple driving circuit and low 
conducting resistance, making it specially suitable for driving application in high-current 
low-voltage motor. In this chapter, the results are all based on MOSFET. 
The main flow chart of the software running inside the DSP processor is shown in Fig. 21. It 
is a state-based processing system, in which the status of the whole EV system is detected in 
a real-time manner, various functions are activated once certain failure is detected or specific 
order is received. The maximum delay of processing different failure is one main-loop 
processing cycle. 
Fig. 22 is the test platform in laboratory, in which the load torque is a brake dynamometer. 
Shown in Fig. 23 and Fig. 24 are the performance of regenerative braking and speed 
regulation with a PMSM motor. 
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Fig. 21. Operation of the EV controller 
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Fig. 22. Test platform of controller 
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Fig. 23. Waveform of battery charging current under regenerative braking  
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Fig. 24. Performance test of speed control of the designed controller 

6. Conclusion 
In this chapter, the modeling of electric vehicle is discussed in detail. Then, the control of 
electric vehicle driven by different motors is discussed. Both brushed and brushless DC 
(Direct Current) motors are discussed. And for AC (Alternative Current) motors, the 
discussion is focused on induction motor and permanent magnet synchronous motor. The 
design of controllers for different motor-driven electric vehicle is discussed in-depth, and 
the tested high-performance control strategies for different motors are presented. The 
model-based controller is designed for brushed DC motor, while for other motors, model 
based controllers can be designed in a similar way if the control strategies discussed in this 
chapter are used. Finally, the implementation of the controller with DSP and some test 
results with this platform are presented. 
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